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Section 1: Le contexte 
 

Paragraphe 1: L’histoire de StadiumCompany 
 

StadiumCompany est une société qui gère un grand stade. 

 

 

 

 

Lors de la construction de ce stade, le réseau qui prenait en charge ses bureaux 
commerciaux et ses services de sécurité proposait des fonctionnalités de communication 
de pointe. Au fil des ans, la société a ajouté de nouveaux équipements et augmenté le 
nombre de connexions sans tenir compte des objectifs commerciaux généraux ni de la 
conception de l’infrastructure à long terme.  

Certains projets ont été menés sans souci des conditions de bande passante, de définition 
de priorités de trafic et autres, requises pour prendre en charge ce réseau critique de 
pointe.  

 

 

À présent, la direction de StadiumCompany veut améliorer la satisfaction des clients 
en         ajoutant des fonctions haute technologie et en permettant l’organisation de concerts, 
mais le réseau existant ne le permet pas. 

La direction de StadiumCompany sait qu’elle ne dispose pas du savoir-faire voulu en 
matière de réseau pour prendre en charge cette mise à niveau. StadiumCompany décide 
donc de faire appel à des consultants réseau pour prendre en charge la conception, la 
gestion du projet et sa mise en œuvre.  
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Ce projet sera mis  en œuvre suivant trois phases : 

- la première phase consiste à planifier le projet et préparer la conception réseau de 
haut niveau  

- la deuxième phase consiste à développer la conception réseau détaillée 

- la troisième phase consiste à mettre en œuvre la conception 

 

 

Après quelques réunions, StadiumCompany charge NetworkingCompany, une société locale 

spécialisée dans la conception de réseaux et le conseil, de la phase 1 (la conception de haut 

niveau). 

 

NetworkingCompany est une société partenaire de Cisco Premier Partner. Elle emploie 20 

ingénieurs réseau qui disposent de diverses certifications et d’une grande expérience dans ce 

secteur. 

 

Pour créer la conception de haut niveau, NetworkingCompany a tout d’abord interrogé le 

personnel du stade et décrit un profil de l’organisation et des installations. C’est l’objet du 

paragraphe 2. 

 

 

Paragraphe 2: L’organisation de StadiumCompany 
 

StadiumCompany fournit l’infrastructure réseau et les installations sur le stade. 
StadiumCompany        emploie 170 personnes à temps plein : 

• 35 dirigeants et responsables 

• 135 employés 

 

Environ 80 intérimaires sont embauchés en fonction des besoins, pour des événements 
spéciaux dans les services installations et sécurité. 
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A) Les 

téléphones et les PCs de StadiumCompany 
 

Tous les dirigeants et responsables de StadiumCompany utilisent des PC et des 
téléphones connectés à un PABX vocal numérique. À l’exception des préposés au terrain à 
temps plein et des gardiens, tous les salariés utilisent également des PC et des téléphones. 

 

Cinquante téléphones partagés sont répartis dans le stade pour le personnel de 
sécurité. On compte également 12 téléphones analogiques, certains prenant également 
en charge les télécopies et d’autres offrant un accès direct aux services de police et des 
pompiers. Le groupe sécurité dispose également de   30 caméras de sécurité raccordées à 
un réseau distinct. 

 

 

B) La prise en charge des installations déjà existantes 
 

StadiumCompany propose des installations et une prise en charge de réseau pour 
deux équipes de sports (Équipe A et Équipe B), une équipe « visiteurs », un restaurant et 
un fournisseur de concessions. 
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Le stade mesure environ 220 mètres sur 375. Il est construit sur deux niveaux. 

 

En raison de la taille des installations, plusieurs locaux techniques connectés par 
des câbles à fibre optique sont répartis sur l’ensemble du stade. 

 

Les vestiaires des équipes A et B et les salons des joueurs sont situés au premier 
niveau de la partie sud du stade. Les bureaux des équipes occupent une surface d’environ 
15 mètres par 60 au deuxième niveau. Le bureau et le vestiaire de l’équipe « visiteuse » 
sont également situés au premier niveau. 

 

Les bureaux de StadiumCompany se trouvent dans la partie nord du stade, répartis 
sur les deux niveaux.  L’espace des bureaux occupe environ 60 mètres par 18 au premier 
niveau et 60 mètres par 15 au deuxième niveau. 

 

Les équipes A et B sont engagées dans des compétitions sportives différentes, 
organisées à des dates différentes. Elles sont toutes les deux sous contrat avec 
StadiumCompany pour leurs bureaux et services au sein du stade. 
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1) L’organisation de l’équipe A 

 

L’équipe A compte 90 personnes : 

• 4 dirigeants 

• 12 entraîneurs 

• 14 employés (y compris des médecins, kinés, secrétaires, assistants, 

comptables et assistants financiers) 

• 60 joueurs 

 

 

L’équipe A dispose de 15 bureaux dans le stade pour ses employés non joueurs. Cinq 
de ces bureaux sont partagés. 24 PCs et 28 téléphones sont installés dans les bureaux. 

 

L’équipe A dispose également d’un vestiaire des joueurs, d’un grand salon pour les 
joueurs et d’une salle d’entraînement. Les employés non joueurs utilisent les locaux toute 
l’année. Les joueurs ont accès au vestiaire et aux équipements d’entraînement pendant 
et en dehors de la saison. Le vestiaire est équipé  de 5 téléphones et le salon des joueurs 
de 15 téléphones. Des rumeurs indiquent que l’équipe A aurait récemment installé un 
concentrateur sans fil dans le salon des joueurs. 
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2) L’organisation de l’équipe B 

 

L’équipe B compte 64 personnes : 

• 4 dirigeants 

• 8 entraîneurs 

• 12 employés (y compris des médecins, kinés, secrétaires, assistants, 

comptables et assistants financiers) 

• 40 joueurs 

 

 

L’équipe B dispose de 12 bureaux dans le stade pour ses employés autres que les 
joueurs. Trois de ces bureaux sont partagés. 19 PCs et 22 téléphones sont installés dans 
les bureaux.  

 

L’équipe B dispose également d’un vestiaire des joueurs et d’un grand salon pour les 
joueurs. Les employés non joueurs utilisent les locaux toute l’année. Les joueurs ont accès 
au vestiaire et aux équipements d’entraînement pendant et en dehors de la saison. Le 
vestiaire est équipé de 5 téléphones et le salon des joueurs de 15 téléphones. 

 

 

3) L’accueil de l’équipe « visiteuse » 

 

L’équipe « visiteuse » dispose d’un vestiaire et d’un salon équipés de 10 téléphones.  

 

Chaque équipe « visiteuse » demande des services provisoires le jour du match et 

quelques jours auparavant. Les équipes « visiteuses » passent également un contrat avec 

StadiumCompany pour les bureaux et services au sein du stade. 

 

 

4) La prise en charge du fournisseur de concessions 

 

Un fournisseur de concessions gère les services proposés lors des matchs et 
événements. Il compte 5 employés à temps plein. Ils occupent deux bureaux privés et 
deux bureaux partagés équipés de cinq PCs et sept téléphones. Ces bureaux se trouvent 
dans la partie sud du stade, entre les bureaux des équipes A et B.  

Deux employés à temps partiel prennent les commandes auprès des loges au cours des 
événements.  
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Le concessionnaire de services emploie des intérimaires saisonniers pour gérer 32 
stands permanents et autres services répartis sur l’ensemble du stade. Il n’y a 
actuellement aucun téléphone ni PC dans les zones de vente. 

 

 

5) L’organisation du restaurant de luxe 

 

Le stade propose un restaurant de luxe ouvert toute l’année. En plus des salles et des 
cuisines, le restaurant loue des bureaux auprès de StadiumCompany. Les quatre dirigeants 

ont chacun un bureau privé. Les deux employés en charge des questions financières et 
comptables partagent un bureau.  

 

Six PCs et téléphones sont pris en charge. Deux téléphones supplémentaires sont 
utilisés en salle pour les réservations. 
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6) La prise en charge des loges de luxe 

 

Le stade compte 20 loges de luxe. StadiumCompany équipe chaque loge d’un téléphone 
permettant de passer des appels locaux et d’appeler le restaurant et le concessionnaire de 
services, soit 20 téléphones. 

 

 

7) L’organisation de la zone de presse 

 

StadiumCompany propose un espace presse avec trois zones partagées : 

• la zone presse écrite accueille généralement 40 à 50 journalistes au cours d’un 
match. Cette zone partagée est équipée de 10 téléphones analogiques et de 
deux ports de données partagés. On sait qu’un journaliste stagiaire apporte un 
petit point d’accès sans fil lorsqu’il couvre un match 
 

• la zone de presse pour les radios peut accueillir 15 à 20 stations de radio. Elle 

est équipée de 10  lignes téléphoniques analogiques 

 

• la zone de presse télévisée accueille généralement 10 personnes. Elle est équipée 

de 5 téléphones 

 

 

8) La prise en charge des deux sites distants 

 

StadiumCompany compte actuellement deux sites distants : une billetterie en centre-
ville et une boutique de souvenirs dans une galerie marchande locale. Les sites distants 
sont connectés via un service DSL à un FAI local. 

 

 

Le stade est connecté au FAI local à l’aide de FAI1, un routeur de services gérés qui 
appartient au FAI. 
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Les deux sites distants sont connectés au même FAI par les routeurs FAI2 et FAI3, 
fournis et gérés par le FAI. Cette connexion permet aux sites distants d’accéder aux bases 
de données situées sur les serveurs dans les bureaux de StadiumCompany.  

 

StadiumCompany dispose également d’un routeur de périmètre, nommé Routeur 
de périphérie, connecté au routeur FAI1 du stade. 

 

 

C) Les projets de StadiumCompany 
 

StadiumCompany veut ajouter à son réseau de nouveaux services, tels que la vidéo.  

 

La société envisage également de remplacer le PABX vocal numérique existant. Elle 
souhaiterait un meilleur accès à son réseau existant de caméras de sécurité.  

 

Deux sites distants sont prévus dans le futur proche : 

• une société de production de films a été engagée pour fournir des vidéos 

pendant et après les rencontres sportives et concerts. Elle doit se connecter 

au réseau du stade pour échanger des fichiers. 

• l’équipe A va ouvrir de nouveaux bureaux en dehors du stade. Ces bureaux 

devront avoir accès aux  mêmes ressources réseau que celles utilisées sur le 

réseau local du stade. 
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Section 2: Le cahier des charges 
 

Cette année, vous allez intégrer la division du stade de StadiumCompagny. Vous serez 

chargé de la maintenance des systèmes et réseaux informatiques. 

 

StadiumCompagny est composé de plusieurs sites : 

o Site 1 : Stade (hébergement informatique, siège social et centre administratif)  

o Site 2 : Billetterie (vente des billets) 

o Site 3 : Magasin (vente des souvenirs) 

 

Les différentes solutions retenues pour l’étude du projet d’un point de vue général de 

StadiumCampagny pourront faire l’objet de documentations techniques en fonction de la 

complexité de leur mise en œuvre. 

 

________________________________ 

 

 

Mission 1 : Conception et prise en charge de 
StadiumCompany 

 

 

Vous intégrez le service informatique du centre administratif de stade. Sur ce site sont 

effectuées toutes les opérations concernant la gestion du personnel et l’administration du 

stade.  

 

On y trouve 7 grands services : 

o Service Administration (170 personnes) 

o Service Équipe (164 personnes) 

o Service WiFi (100 personnes) 

o Service Caméra IP (80 caméras) 

o Service VIP-Presse (80 personnes) 

o Service Fournisseur (44 personnes) 

o Service Restaurant (14 personnes) 
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Le réseau de StadiumCompagny doit comporter plusieurs périmètres de sécurité: 

 

o l’adressage réseau et l’attribution de noms faciles à mettre à niveau : 

172.20.0.0/22 

 

o un système de cloisonnement du réseau devra être testé (les commutateurs 

devront être facilement administrables afin de propager les configurations 

rapidement et aisément) 

 

o une solution permettant l’interconnexion des différents sites (stade, billetterie et 

magasin) 

 

o les différents commutateurs ainsi que le routeur doivent disposer de réglages de  

base homogènes. 

 

o la solution doit se faire avec les équipements réseau CISCO 
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Mission 2 : Administration et gestion des accès 
utilisateurs 

 

 

Le StadiumCompany possède le nom de domaine StadiumCompany.com. Les 

principaux serveurs sont hébergés au stade au centre d'hébergement informatique. Selon les 

cas, certains services sont répliqués sur les sites eux-mêmes. Par exemple, les services 

d'annuaire Active Directory sont généralement répliqués sur le site de stade. 

 

Le réseau de magasin et de la billetterie sont tous composés de la même manière : 

- X Postes pour les employés 

 

- le site de stade dispose d'un service Active Directory, d'un service DHCP, et d'un 

DNS primaire sur une machine sous Windows 2012 Server. Celle-ci permet aussi le 

stockage des fichiers utilisateurs. Un serveur RSync et DNS secondaire sous Linux 

Debian. 

 

Paragraphe 1 : L’annuaire du site de stade (Active Directory) 
 

Les utilisateurs sont authentifiés via le serveur Active Directory du domaine 

stadiumcompany.com. Il est configuré en regroupant les utilisateurs par service. Les UO 

suivantes sont présentes sur le serveur : Admin, WiFi… 

 

Chaque UO contient les utilisateurs du service concerné : 

o un groupe d'utilisateurs dont le nom est au format G_xxxx où xxxx=le nom du service 

 

o un groupe regroupant les utilisateurs avec pouvoir du service GP_Admin (directeurs 

et responsables notamment) 

 

o une GPO permettant d'imposer des contraintes d'utilisation et d'habilitations sur les 

machines du réseau  

 

• Extrait d'une GPO : service équipes → gpo_equipes : 

• l’accès au panneau de configuration aux paramètres réseau est interdit 

• par un script de démarrage Equipesstart.bat permet la connexion des 

lecteurs réseau accédant aux dossiers partagés. 
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• Les utilisateurs démarrent avec un bureau imposé (barre de menu, fond 

d’écran...) 

 

Les utilisateurs ont des logins construits sur la base suivante - pnom – p=première lettre 

du prénom et nom=nom de famille. S’il y a homonymie, un chiffre de 1 à 10 sera ajouté. 

 

Chaque utilisateur possède un dossier personnel et un profil centralisé. 

 

Une stratégie de complexité des mots de passe est définie au niveau domaine. 

 

 

Paragraphe 2 : Le serveur DNS 
 

Les serveurs DNS sont configurés pour résoudre la zone directe stadiumcompany.com 

et la zone inverse du 172.20.0.10 

 

Le serveur primaire est hébergé sur une machine Windows 2012 Server et le DNS 

secondaire sur une Linux Debian. 

 

 

Paragraphe 3 : Le service DHCP 
 

Une plage est définie sur le 172.20.0.10 avec des options de routeur renvoyant vers la 

passerelle/pare-feu IPCOP. Les serveurs DNS sont aussi transmis via les options DHCP. 
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Mission 3 : Sécurisation des communications 
entre sites 

 

 

Une solution permettant l’administration à distance sécurisée et la sécurisation des 

interconnexions : 

-  La sécurité du système d’information devra être renforcée entre les différents sites 

- Sécurisation des interconnexions entre le site du stade et les sites distants de 
billetterie et Magasin 
- La solution retenue devra être administrable à distance via un accès sécurisé  par SSH 

-Mise en place d’un Firewall PFSENSE et portail captif 

 

 

 

Mission 4 : Redondance et haute disponibilité 
 

 

Vous intégrez le service informatique du centre administratif de stade. Sur ce site sont 

effectuées toutes les opérations concernant la gestion du personnel et l’administration du 

stade.  

 

 

Solution permettant la redondance des services, la tolérance de panne et l’équilibrage des 

charges des éléments d’interconnexions de niveau 2 et 3. 

- la durée de l’interruption de service doit être minimale 

 

- solution permettant d’améliorer la continuité de service des services existants 

en cas de panne de Commutateurs et liaisons d’accès (FAI) 

 

- agrégation des liens entre les commutateurs et augmentation de la bande passante 
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Mission 5 : Déploiement d'une solution d'accès 
sans fil des utilisateurs mobiles de 

StadiumCompany (WIFI) 
 

Actuellement, le stade possède un accès aux différentes ressources de StadiumCompagny 

(fichiers, impression, internet, bases de données,). Mais cet accès n’est possible qu’à travers 

une liaison filaire. La direction du stade souhaite étendre aux services équipés d’un terminal 

Wifi. 

StadimCompagny a fait l’acquisition de plusieurs Switchs compatibles PoE et des AP Cisco. Vous 

êtes chargé d’implémenter une solution d’accès sans fil pour les salariés du stade ainsi qu’aux 

visiteurs. Ces derniers n’auront accès qu’à la ressource internet mais d’une façon sécurisée 

(obligation légale). 

Éléments du cahier des charges concernant les accès Wifi. 

A chaque service est disposé d’un point d'accès 802.11 b/g/n PoE. Il y a un SSID non diffusé par 

VLAN sauf le Vlan visiteur. 

La confidentialité est assurée par la norme WPA2 Enterprise sauf pour le dernier dans 

première temps, puis un renforcement de l’authentification dans un deuxième temps. 

 

Prérequis : 

- Le système d’information d’AP est opérationnel. 
 

Modification à opérer : 

- Proposer une solution d’accès Wifi pour le Vlan Wifi (stade-wifi) 

- Proposer une solution d’accès Wifi pour les visiteurs 

 

 

Mission 6 : Solution de gestion du Parc 
informatique 

 

 

Le parc informatique de StadiumCompagny doit être inventorié. Pour cela, vous êtes 

chargé  d'étudier une solution automatisée de gestion de parc. 

 

Les objectifs de la gestion du parc 
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- permettent aux administrateurs du parc de disposer d'un inventaire à jour de 

tous les postes des services de stade 
 

- fournir un outil d’helpdesk pour gérer les pannes (gestion des incidents) 
 

Mission 7 : Solution de supervision de 
l’infrastructure réseau et système permettant 

d’assurer l’anticipation des pannes 
 
 
StadiumCompany recherche l’implémentation et la configuration d'une solution Open 
Source qui vise à superviser à distance les différents éléments actifs de l’infrastructure 
systèmes et réseaux du Stade avec gestion des alertes. Le but principal du projet est de 
pouvoir établir, choisir et installer une solution de surveillance des serveurs, routeurs, 
commutateurs, etc… qui remplit les conditions suivantes : 

- Coûts financiers les plus réduits possibles 
- Récupération des informations permettant la détection des pannes, l’indisponibilité 

des serveurs (Windows, Linux), routeurs, commutateurs, les états des imprimantes 
réseau et leurs services 

- Des renseignements supplémentaires de monitoring sur la charge CPU, espace 
disque, mémoire disponible, input/output, processus en cours d’exécution, paquet 
perdu, temps moyen de parcours (round trip average), information d'état SNMP, 
trafic, bande passante consommée etc... 

- Des renseignements supplémentaires de monitoring sur les services DNS, DHCP, http, 
SMTP, POP, IMAP, FTP 

- Gestion des alertes 
- Notification par mail ou SMS en cas de problème 
- Générer des rapports sur le fonctionnement des serveurs par mois 
- Générer des graphes (cartographie du réseau, ...) 
- Une interface graphique claire pour l’interaction utilisateur/Logiciel 

 

 

 

Mission 8 : Systèmes de gestion des 
événements et des informations de sécurité 

 

Utilisation de Zimbra 
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Section 3 : Nos solutions 
 

Mission 1 : Conception et prise en charge de StadiumCompany 
 

Paragraphe 1 : L’adressage IP 
 

A) Les définitions 

 

Concernant l’adressage IP, il en existe deux types : 

- l’adressage IP statique 

- l’adressage IP dynamique 

 

Une adresse IP statique est une adresse configurée manuellement qui ne change pas, 

autrement dit qui est attribuée en permanence sur des postes de travail. 

 

Au contraire, une adresse IP dynamique est une adresse qui est temporaire. Dès lors 

qu’une machine se déconnecte, l’adresse IP peut être réattribuée à un autre équipement. Elle 

se manifeste grâce à un serveur DHCP. 

 

 

B) Notre choix  

 

Pour pouvoir répartir au mieux les adresses IP et avoir la possibilité de concevoir 

manuellement notre architecture, nous choisissons d’utiliser l’adressage IP statique, auquel 

nous ajoutons la création de plusieurs VLANS.  

 

S’agissant d’une adresse IP version 41, répartie en 4 octets faisant au total 32 Bits, celle-ci 

est constituée : 

 
1 Nous écarterons ici l’adressage IP version 6. 
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• d’une partie réseau  

• d’une partie hôte 
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À cette adresse IP contenant les deux parties décrites, s’ajoute un masque de sous-réseau, 

permettant de définir la partie réseau et la partie hôte. Ce masque de sous-réseau peut 

s’écrire sous forme binaire, décimale ou CIDR (notation prenant en compte le dernier Bit 

utilisé). 

 

En résumé, la fusion de l’adresse IP et du masque de sous-réseau nous permet d’obtenir 

l’adresse de réseau. En l’occurrence, dans notre cas, notre adresse de réseau est : 172.20.0.0 

/24. 

 

 

C) La pratique 

 

En répartissant les adresses IP en fonction du nombre d’utilisateurs et de notre adresse de 

réseau, nous obtenons le tableau suivant : 

 

 

Service 
Administratif 

170 /24 172.20.0.0 172.20.0.1 172.20.0.254 172.20.0.255 

Service Équipe 164 /24 172.20.1.0 172.20.1.1 172.20.1.254 172.20.1.255 

Service Wifi 100 /25 172.20.2.0 172.20.2.1 172.20.2.126 172.20.2.127 

Service 
Caméra IP 80 /25 172.20.2.128 172.20.2.129 172.20.2.254 172.20.2.255 

Service 
VIP Presse 

80 /25 172.20.3.0 172.20.3.1 172.20.3.126 172.20.3.127 

Service 
Fournisseu

r 
44 /26 172.20.3.128 172.20.3.129 172.20.3.190 172.20.3.191 

Service 
Restaura

nt 
14 /28 172.20.3.192 172.20.3.193 172.20.3.206 172.20.3.207 

 

  

 

  

Les Services Utilisateurs CIDR Adresse 
Réseau 

Première 
adresse 

Dernière 
adresse 

Broadcast 
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Paragraphe 2 : Les VLANS 
 

A) Les définitions  

 

Le VLAN (Virtual Local Area Network, réseau local virtuel) est un type de réseau local dans 

lequel plusieurs machines informatiques sont connectées sur un même réseau avec des 

ports virtuels. 

 

Il existe 3 types de VLANS : 

- le VLAN de niveau 1 par ports 

- le VLAN de niveau 2 par adresse MAC 

- le VLAN de niveau 3 par adresse IP 

 

 

Le VLAN niveau 1 (par port) est créé en affectant un VLAN à chaque port d’un 

commutateur. En d’autres mots, l’appartenance d’une trame à un VLAN est déterminée par 

la connexion de la carte réseau du périphérique à un port du commutateur. Les ports étant 

affectés de manière statique à un VLAN. 

 

Le VLAN niveau 2 (MAC) est créé en affectant un VLAN à chaque adresse MAC. En 

d’autres mots, l’appartenance d’une trame à un VLAN est déterminée par son adresse MAC. 

L’affectation est faite de manière dynamique, les ports des commutateurs sont attribués à 

chacun des VLAN en fonction de l’adresse MAC de l’hôte qui émet sur ce port. 

 

Le VLAN niveau 3 (IP) est un VLAN dans lequel les commutateurs apprennent 

automatiquement la configuration des VLAN en accédant aux informations de la couche 

Transport. 

 

 

B) Notre choix 

 

Comme nous l’avons évoqué au paragraphe précédent, nous allons procéder à un 

adressage statique. Or, le VLAN qui se prête le mieux pour cela est le VLAN de niveau 1 (par 

port).  

 

De plus, d’une part ce type de VLAN a l’avantage d’offrir une facilité de configuration, 

d’autre part en cas de tentative d’attaque extérieure, le PC pirate ne pourra pénétrer le VLAN 
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qu’en se branchant sur un port tagué, c’est-à-dire sur un commutateur physique. Il s’agit donc 

d’un type de VLAN sécurisé. 

Pour toutes ces raisons, notre choix se porte sur le VLAN de niveau 1 (par port). 

 

 

C) La pratique 

 

1) La configuration initiale des deux switchs (mode trunk) 

 

a) La configuration du Switch Server 

 

Switch>enable 

Switch#configure terminal 

Switch(config)#hostname SW-SRV 

SW-SRV(config)#VTP mode server 

SW-SRV(config)#VTP version 2 

SW-SRV(config)#VTP domain stadiumcompany.com 

 

SW-SRV(config)#interface range fa 0/22 – 24 

SW-SRV(config-if-range)#switchport trunk encapsulation dot1Q 

SW-SRV(config if-range)#switchport mode trunk 

SW-SRV(config if-range)#no shutdown 

SW-SRV(config if-range)#exit 

SW-SRV(config)#exit 

 

SW-SRV#show VTP status 
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SW-SRV#show interface trunk 

 

 

 

 

b) La configuration du Switch Client 

 

Switch>enable 

Switch#configure terminal 

Switch(config)#hostname SW-CLIENT 

SW-CLIENT(config)#VTP mode client 

SW-CLIENT(config)#VTP version 2 

SW-CLENT(config)#VTP domain stadiumcompany.com 

 

SW-CLENT (config)#interface range fa 0/22 – 24 

SW-CLENT (config-if-range)#switchport trunk encapsulation dot1Q 

SW-CLENT (config-if-range)#switchport mode trunk 

SW-CLENT (config-if-range)#no shutdown 

SW-CLIENT(config if-range)#exit 

SW-CLIENT(config)#exit 
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SW-CLIENT#show VTP status 

 

 

 

SW-CLIENT#show interface trunk 

 

 

 

 

2) La création des VLANS 

 

SW-SRV(config)#VLAN 10 

SW-SRV(config-vlan)#name administration 

SW-SRV(config-vlan)#exit 

 

SW-SRV(config)#VLAN 20 
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SW-SRV(config-vlan)#name equipes 

SW-SRV(config-vlan)#exit 

 

SW-SRV(config)#VLAN 30 

SW-SRV(config-vlan)#name wifi 

SW-SRV(config-vlan)#exit 

 

SW-SRV#show VLAN 

 

 

 

SW-CLIENT#show VLAN 

 

 

 

 

 

3) L’attribution des ports des VLANS 

 

a) L’attribution des ports sur le Switch Server 

 

SW-SRV(config)#interface range fa 0/1 – 6 

SW-SRV(config-if-range)#switchport access VLAN 10 

SW-SRV(config-if-range)#no shutdown 

SW-SRV(config-if-range)#exit 

 

SW-SRV(config)#interface range fa 0/7 – 12 

SW-SRV(config-if-range)#switchport access VLAN 20 

SW-SRV(config-if-range)#no shutdown 
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SW-SRV(config-if-range)#exit 

 

SW-SRV(config)#interface range fa 0/13 – 14 

SW-SRV(config-if-range)#switchport access VLAN 30 

SW-SRV(config-if-range)#no shutdown 

SW-SRV(config-if-range)#exit 

 

 

SW-SRV(config)#show VLAN 

 

 

 

 

b) L’attribution des ports sur le Switch Client 

 

SW-CLIENT(config)#interface range fa 0/1 – 6 

SW-CLIENT(config-if-range)#switchport access VLAN 10 

SW-CLIENT(config-if-range)#no shutdown 

SW-CLIENT(config-if-range)#exit 

 

SW-CLIENT(config)#interface range fa 0/7 – 12 

SW-CLIENT(config-if-range)#switchport access VLAN 20 

SW-CLIENT(config-if-range)#no shutdown 

SW-CLIENT(config-if-range)#exit 

 

SW-CLIENT(config)#interface range fa 0/13 – 14 

SW-CLIENT(config-if-range)#switchport access VLAN 30 

SW-CLIENT(config-if-range)#no shutdown 

SW-CLIENT(config-if-range)#exit 
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SW-CLIENT(config)#show VLAN 

 

 

 

 

 

En résumé : 

 

VLANS NOMS PORTS 

VLAN 10 administration 0/1 - 0/6 
VLAN 20 equipes 0/7 - 0/12 
VLAN 30 wifi 0/13 – 0/14 

 

PORTS TRUNK PORTS TRUNK 0/22 – 0/24 
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Paragraphe 3 : Le routage 
 

A) Les définitions 

 

1) Le routage statique 

 

S’agissant du routage, il existe deux types de routage : 

- le routage statique 

- le routage dynamique 

 

 

Le routage statique consiste à configurer un routeur en saisissant manuellement les 

routes permettant de structurer le réseau (notamment par l’intermédiaire de port de sortie 

ou d’adresse IP de destination). Le routage statique n’est donc recommandé que lorsqu’il y a 

une connexion entre 10 routeurs au maximum. 

Pour effectuer ce routage manuel, l’administrateur dispose de deux options : 

- soit au travers de la table de routage en utilisant la commande « route 

add »  

- soit en utilisant la console du service « Routage et accès distant » 

 

 

 

2) Le routage dynamique 

 

Contrairement au routage statique, le routage dynamique permet au routeur de 

s’actualiser de manière automatique, c’est-à-dire dynamique. De cette manière, les routeurs 

vont communiquer entre eux de manière automatique et calculer les routes les plus rapides 

pour que les informations soient délivrées de manière efficace. 

Ainsi, dans un routage dynamique : 

- chaque routeur diffuse la liste des réseaux sur lesquels il est connecté  

 

- chaque routeur met à jour automatiquement sa table de routage à partir 

des informations reçues depuis les autres routeurs 
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Le routage dynamique utilise les protocoles suivants : 

 
- protocole RIP (Routing Information Protocol)  

- protocole IGRP (Interior Gateway Routing Protocol)  

- protocole EIGRP (Enhanced Interior Gateway Routing Protocol)  

- protocole OSPF (Open Shortest Path First)  

- protocole IS-IS (Intermediate System-to-Intermediate System)  

- protocole BGP (Border Gateway Protocol)  

 

 

B) Notre choix 

 

Le routage dynamique présente les avantages : 

- de permettre faciliter les échanges entre routeurs (car les données sont 

échangées de manière automatique) 

- d’actualiser les tables de routage en cas de modification du réseau 

 

Pour autant, le routage dynamique : 

- consomme beaucoup de bande passante 

- est plus difficile à initialiser 

- peut représenter un problème de sécurité, car une attaque par un pirate 

permettrait de lire la topologie du réseau, voire de s’introduire dedans 

 

 

Le routage statique présente certes l’obligation de l’administrateur à configurer 

toutes les routes manuellement et à actualiser lui-même le routage, ce qui est plus long et 

difficile. 

 

Mais il présente surtout les avantages : 

- d’économiser de la bande passante (aucune donnée ne transite ente les 

routeurs pour les mettre à jour) 

 

- d’être sécurisé, car les routeurs ne communiquent pas d’informations sur 

le réseau 
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- de connaître parfaitement les routes et les flux de données par 

l’administrateur 

Ainsi, nous choisirons le routage statique car nous souhaitons paramétrer nous-

mêmes les routes et que nous souhaitons protéger le réseau. 

 

 

C) La pratique 

 

1) La configuration des interfaces associées aux VLANS sur le routeur R1-Stade 

 

Router>enable 

Router#configure terminal 

Router(config)#hostname R1-Stade  

R1-Stade (config)#interface fa 0/0  

R1-Stade (config-if)#no shutdown 

 

R1-Stade (config-if)#interface fa 0/0.10  

R1-Stade (config-subif)#encapsulation dot1Q 10  

R1-Stade (config-subif)#ip address 172.20.0.1 255.255.255.0 

R1-Stade (config-subif)#no shutdown  

R1-Stade (config-subif)#interface fa 0/0.20  

R1-Stade (config-subif)#encapsulation dot1Q 20  

R1-Stade (config-subif)#ip address 172.20.1.1 255.255.255.0 

R1-Stade (config-subif)#no shutdown  

 

R1-Stade (config-subif)#interface fa0/0.30  

R1-Stade (config-subif)#encapsulation dot1Q 30  

R1-Stade (config-subif)#ip address 172.20.2.1 255.255.255.128 

R1-Stade (config-subif)#no shutdown 
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2) La configuration des interfaces avec le routeur R2-Bill 

 

 

R1-Stade (config-subif)#interface fa0/1 

R1-Stade (config-subif-if)#ip address 200.200.200.1 255.255.255.252 

R1-Stade (config-subif-if)#no shutdown 

 

 

3) La configuration du routeur R2-Bill 

 

Router>enable 

Router#configure terminal 

Router(config)#hostname R2-Bill 

R2-Bill(config)#interface fa 0/1 

R2-Bill(config-subif-if)#ip address 200.200.200.2 255.255.255.252 

R2-Bill (config-if)#no shutdown 

 

 

4) L’ajout des réseaux distants dans la table de routage du routeur R1-Stade et R2-Bill 

 

R1-Stade(config)#ip route 192.168.1.1 255.255.255.0 200.200.200.2 

R2-Bill(config)#ip route 172.20.2.1 255.255.252.0 200.200.200.1 

 

R1-Stade#show ip route 
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R2-Bill#show ip route 

 

 

 

 

 

Dans la réalisation présentée ci-dessus, les interfaces FastEthernet ont été remplacées par des 

interfaces GigabitEthernet. Toutefois, le principe reste le même. 
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Mission 2 : Administration et gestion des accès utilisateurs 
 

Dans un premier nous allons déployer et configurer l’AD, le DNS puis le DHCP sur le 

Windows server 2016 

 

 

Paragraphe 1 : L’installation de l’Active Directory 
 

A) La définition de l’active Directory 

 

 

L’Active Directory (ou AD) est un service d'annuaire développé par Microsoft pour 

les réseaux de domaine Windows.  

 

Il est inclus dans la plupart des systèmes d'exploitation Windows Server en tant 

qu'ensemble de processus et de services.  

 

Son objectif principal est de fournir des services centralisés d’authentification et 

d’identification.  

 

Active Directory permet également : 

o d’attribuer et d’appliquer des stratégies 

o d’installer des mises à jour critiques par les administrateurs 

o de distribuer des logiciels.  

o de répertorier les éléments d’un réseau (exemples : les comptes des 

utilisateurs , les postes de travail, les imprimantes, les serveurs et les dossiers 

partagés…) 

 

B) La pratique 

 

Conformément au cahier des charges, nous allons mettre l’adresse IP du serveur sur 

172.20.0.10. 
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• Une fois que cela a été fait, nous procédons à la configuration du domaine 

stadiumcompagny.local. 
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L’Active Directory est désormais installée. 

 

Paragraphe 2 : L’application du NAT et du relais DHCP sur le routeur R1-Stade 
 

A) L’application du NAT sur le routeur R1-Stade 

 

R1-Stade(config)#interface fa0/1 

R1-Stade(config)#ip nat outside  

R1-Stade(config)#interface fa0/0.10 

R1-Stade(config)#interface fa0/0.20 

R1-Stade(config)#interface fa0/0.30 

 

R1-Stade(config)#ip nat inside 

R1-Stade(config)#accesslist 10 permit 172.20.0.0 0.0.0.255 

R1-Stade(config)#accesslist 20 permit 172.20.1.0 0.0.0.255 

R1-Stade(config)#accesslist 30 permit 172.20.2.0 0.0.0.127 
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R1-Stade(config)#ip nat inside source list 10 interface fa0/1 overload 

R1-Stade(config)#ip nat inside source list 20 interface fa0/1 overload 

R1-Stade(config)#ip nat inside source list 30 interface fa0/1 overload 

R1-Stade(config)#ip route 0.0.0.0  0.0.0.0  10.0.228.1 

#show ip nat translation  

 

 

B) L’application du relais DHCP sur le routeur R1-Stade 

 

R1-Stade(config)#inteface fa0/0.20 

R1-Stade(config)#interface fa0/0.30 

R1-Stade(config)#ip helper-address 172.20.0.10 

 

 

Paragraphe 3 : La mise en place du DNS sur Windows Server 2016  
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Paragraphe 4 : La mise en place du rôle DHCP sur Windows Server 2016  
 

Nous allons intégrer le DHCP sur le Windows server 2016. 

 

• Sur le gestionnaire du serveur, nous allons dans les outils, puis sur « DHCP ». 
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A) La création initiale du rôle DHCP 
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B) L’ajout d’étendues sur le service DHCP 

 

• Le service DHCP étant installé sur le serveur Windows, nous allons à présent ajouter 

les différentes étendues. 

 

 

1) L’étendue administration 
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• Nous définissons le nom de l’étendue pour le VLAN 10 : administration. 

 

 

 

• Puis nous paramétrons l’adressage de notre service DHCP. 
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• Nous y ajoutons la plage d’adresses IP que nous allons exclure. 

 

 

• Nous indiquons le nom du domaine et les adresses DNS pour pouvoir connecter les 

machines au réseau. 
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• Enfin, nous activons l’étendue. 

 

 

 

• Nous faisons la même chose pour les deux autres étendues : ici « Equipes ». 
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2) L’étendue equipes 
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3) L’étendue WIFI 

 

• Il nous reste à configurer l’étendue Wifi. 
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• Enfin, nous constatons bien la présence des trois étendues dans notre console DHCP. 

 

 

 

 

Ainsi, les services AD, DHCP et DNS sont correctement installés. 
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Paragraphe 5 : La création des unités d’organisation 
 

A) La création des unités d’organisation 

 

• Nous allons créer une nouvelle unité d’organisation qui correspond aux VLANs 
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B) La création des groupes  

 

• Chaque UO contient les utilisateurs du service concerné, un groupe d'utilisateurs dont 

le nom est au format G_xxxx où xxxx=le nom du service. 
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C) La configuration de la zone de réplication d’Active Directory  
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Jérémy OBJOIS/Projet StadiumCompany 

Page 61 sur 198 
 

Mission 3 : Sécurisation des communications entre sites 
 

Paragraphe 1 : Test et comparaison des solutions 
 

 

A) Accès à distance 

  

1) SSH et son fonctionnement 

 

SSH :  

Il s’agit d’un protocole permettant à un client d’ouvrir une session interactive sur une machine 

distante afin d’envoyer des commandes ou des fichiers de manière sécurisée : 

- Les données circulant entre le client et le serveur sont chiffrées, ce qui garantit leur 

confidentialité. Il n’est donc pas possible d’écouter le réseau à l’aide d’un analyseur de trames. 

- Le client et le serveur s’authentifient mutuellement afin d’assurer que les deux machines qui 

communiquent sont bien celles que chacune des parties croit être. 

SSH est un protocole, c’est-à-dire une méthode standard permettant à des machines d’établir 

une communication sécurisée. À ce titre, il existe de nombreuses implémentations de clients 

et de serveurs SSH. Certains sont payants, d’autres sont gratuits ou open source. 

 

Fonctionnement :  

L’établissement d’une connexion SSH se fait en plusieurs étapes : 

- Dans un premier temps le serveur et le client s’identifient mutuellement afin de mettre en 

place un canal sécurisé. 

- Dans un second temps le client s’authentifie auprès du serveur pour obtenir une session. 

 

L’authentification : 

 

Une fois que la connexion sécurisée est mise en place entre le client et le serveur, le client doit 

s’identifier sur le serveur afin d’obtenir un droit d’accès. Il existe plusieurs méthodes : 

- la méthode la plus connue est le traditionnel mot de passe. Le client envoie un nom 

d’utilisateur et un mot de passe au serveur au travers de la communication sécurisée et le 

serveur vérifie si l’utilisateur concerné a accès à la machine et si le mot de passe fourni est 

valide 
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- une méthode moins connue mais plus souple est l’utilisation de clés publiques. Si 

l’authentification par clé est choisie par le client, le serveur va créer un challenge et donner 

un accès au client si ce dernier parvient à déchiffrer le challenge avec sa clé privée 

 

2) SSL et TLS fonctionnement et Implémentation 

 

Positionnement SSL :  

 

SSL signifie Secure Sockets Layer et son équivalent actuel TLS signifie Transport Secured Layer. 

Ils sont tous les deux des protocoles situés entre le niveau Transport et Application. Ainsi, on 

retrouve leur positionnement sur le schéma suivant représentant le modèle OSI et TCP/IP. 

 

 

SSL et TLS se comportent en effet comme une couche intermédiaire supplémentaire, car ils 

sont indépendants du protocole utilisé au niveau application. Cela signifie donc qu'il peut aussi 

bien être employé pour sécuriser une transaction web, l'envoi ou la réception d'email, etc. SSL 

et TLS sont donc transparents pour l'utilisateur et ne nécessitent pas l'emploi de protocoles de 

niveau Application spécifiques. 

 

Fonctionnalité SSL :  

- Authentification : Le client doit pouvoir s'assurer de l'identité du serveur. Depuis SSL 3.0, le 

serveur peut aussi demander au client de s'authentifier. Cette fonctionnalité est assurée par 

l'emploi de certificats. 
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- Confidentialité : Le client et le serveur doivent avoir l'assurance que leur conversation ne 

pourra pas être écoutée par un tiers. Cette fonctionnalité est assurée par un algorithme de 

chiffrement. 

- Identification et intégrité : Le client et le serveur doivent pouvoir s'assurer que les messages 

transmis ne sont ni tronqués ni modifiés (intégrité), qu'ils proviennent bien de l'expéditeur 

attendu. Ces fonctionnalités sont assurées par la signature des données. 

 

SSL et TLS reposent donc sur la combinaison de plusieurs concepts cryptographiques, 

exploitant à la fois le chiffrement asymétrique et le chiffrement symétrique. 

SSL et TLS se veulent en outre évolutifs, puisque le protocole est indépendant des algorithmes 

de cryptage et d'authentification mis en œuvre dans une transaction. Cela lui permet de 

s'adapter aux besoins des utilisateurs et aux législations en vigueur. Cela assure de plus une 

meilleure sécurité, puisque le protocole n'est pas soumis aux évolutions théoriques de la 

cryptographie. 

 

Fonctionnement :  

 

Le protocole SSL et TLS se décompose en deux couches principales (quatre en réalité) : 

- SSL et TLS Handshake Protocol choisissent la version de SSL et TLS qui sera utilisée, réalise 

l'authentification par l'échange de certificats et permet la négociation entre le client et le 

serveur d'un niveau de sécurité au travers du choix des algorithmes de cryptage. C'est le 

protocole de configuration de la transaction. 

- SSL et TLS Record Protocol encapsule et fragmente les données. C'est le protocole de 

transmission des données. Dans une première phase, le client et le serveur vont effectuer la 

négociation an de configurer la transaction et d'échanger les clés de chiffrement. Puis ils 

effectueront l'échange de données proprement dit. 

 

Comme il a été mentionné ci-dessus, SSL et TLS sont des protocoles transparents pour 

l'utilisateur, situés entre les couches Application et Transport. De nombreux protocoles 

peuvent donc exploiter SSL et TLS, tels HTTP (HTTPS), LDAP (LDAPS), etc. 

 

Cependant, si SSL et TLS sont transparents au niveau des protocoles, il ne l'est pas au niveau 

des applications qui l'exploitent. Celles-ci nécessitent donc individuellement des 

aménagements pour prendre en compte SSL et TLS. L'une des faiblesses de SSL et TLS est de 

donc disposer d'un nombre encore relativement réduit d'implémentations. 
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Implémentation de SSL et TLS :  

 

Implémentations dans les navigateurs web 

La majeure partie des implémentations de SSL et TLS se trouve dans les navigateurs et serveurs 

web. Le serveur apache, notamment, peut exploiter SSL grâce à une implémentation basée 

sur OpenSSL. 

 

OpenSSL 

Implémenté en C, OpenSSL est une boîte à outils de chiffrement comportant deux 

bibliothèques (une de cryptographie générale et une implémentant le protocole SSL), ainsi 

qu'une commande en ligne. OpenSSL supporte SSL 2.0, SSL 3.0 et TLS 1.0. OpenSSL est 

distribué sous une licence de type apache. 

 

 

a) SSL et TLS plus que d’autres solutions 

 

D'autres protocoles permettent d'assurer la sécurité sur le réseau. Bien que proposant des 

fonctionnalités concurrentes de SSL et TLS, ils sont plutôt considérés comme 

complémentaires. 

SSH est un protocole de niveau application qui propose une alternative sécurisée aux 

utilitaires classiques (rlogin, rsh, telnet) qui n'offrent pas de confidentialité. La possibilité 

d'exploiter un mécanisme de tunneling rend SSH, comme SSL et TLS compatible avec les autres 

protocoles de niveau application déjà existant. Tout comme SSL et TLS, SSH assure 

l'authentification des machines, la confidentialité et l'intégrité des données. Il assure aussi 

l'authentification des utilisateurs par mot de passe. 

SSH souffre de faiblesses par rapport SSL et TLS : il n'intègre pas la notion de certificats X509 

v3, nécessite l'installation d'une application cliente spécifique (pas de transparence). De plus, 

la notion de tunneling reste difficile à appréhender. 

Cependant, SSH est moins vulnérable que SSL et TLS en matière d'identification du client. En 

effet, la protection du certificat sur un poste client ne peut pas toujours être correctement 

assurée. 

 

B) Accès internet 

  

La fonction NAT traduit les adresses privées internes en une ou plusieurs adresses publiques 

pour le routage sur Internet. La fonction NAT remplace l’adresse source IP privée contenue à 

l’intérieur de chaque paquet par une adresse IP enregistrée publiquement avant d’envoyer le 

paquet sur Internet. 
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Les petites et moyennes entreprises se connectent à leurs fournisseurs de services Internet 

via une connexion unique. Le routeur de périphérie local configuré à l’aide de la fonction NAT 

se connecte au fournisseur de services Internet. Les entreprises plus grandes peuvent disposer 

de plusieurs connexions à des FAI, et le routeur de périphérie situé à chacun de ces 

emplacements exécute la fonction NAT. 

 

L’utilisation de la fonction NAT sur les routeurs de périphérie permet de renforcer la 

sécurité. Les adresses privées internes se traduisent chaque fois en adresses publiques 

différentes. Ceci permet de dissimuler la véritable adresse des hôtes et serveurs de 

l’entreprise. La plupart des routeurs qui implémentent la fonction NAT bloquent également 

les paquets en provenance de l’extérieur du réseau privé, sauf si ces paquets constituent 

une réponse à une demande émise par un hôte interne. 

 

 

  

 

a) Le NAT statique 

 

On va parler de NAT ou de translation d’adresse statique quand il s’agit d’effectuer une 

conversion des paquets d’un point à un autre de façon constante et systématique. Un point 

peut être une IP, on va alors dire au routeur que tous les paquets arrivant sur une IP externe 

donnée seront à traduire pour être transmis à une IP interne. On peut également identifier un 

point comme étant une IP et un ou plusieurs port(s) précis. Certains paquets, avec pour port 

de destination un certain port, vont alors être redirigés vers une certaine IP interne et les 

paquets avec un autre port ne seront pas redirigés ou alors vers une autre machine. 
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Techniquement, le routeur va, à la réception d’un paquet depuis l’extérieur, modifier le champ 

“IP destination” qui va passer de l’IP externe du routeur à l’IP du serveur en interne, c’est ici 

qu’agit la translation d’adresse. On peut également parler de NAT de destination. 

On effectue donc une association entre une IP dite publique (externe) et une IP privée 

(interne) pour tout ou partie des ports sur lesquels arrivent les paquets sur l’interface 

“publique” ou externe du routeur. Voici l’illustration d’un routage statique “un à un”, c’est-à-

dire une association IP à IP de tous les ports du routeur coté public vers une IP privée : 

  

  

 

 

Le NAT statique permet donc de rendre une machine présente dans un LAN ou une DMZ 

disponible depuis internet. Cela ne va pas dans le sens premier de la création du NAT qui est 

d’économiser des adresses IPv4 car l’association d’une IP publique vers une IP privée est en 

un à un. On parle également de redirection de port lorsque l’on va rediriger uniquement un 

port de l’IP externe vers un port (le même ou un autre) d’une IP interne. Si l’on décide de faire 

une redirection du port 80 vers notre serveur web en DMZ, on va dire au routeur que toutes 

les requêtes ayant pour port destination le port 80 (HTTP) seront à réécrire pour aller vers l’IP 

de notre serveur web qui est en interne. 

 

b) Le NAT dynamique 

 

La translation d’adresse dynamique fonctionne elle dans l’autre sens et c’est le but premier 

de la création du NAT. Il permet de mettre, aux yeux des éléments qui sont du côté de 

l’interface externe, un ensemble de machines derrière une ou plusieurs IPs. Si l’on dispose par 

exemple d’une plage IP de 8 adresses comme 100.0.0.0/29 sur internet mais que l’on a 500 

machines dans notre LAN, nous ne pourrons pas les rendre toutes disponibles sur internet en 

même temps car à force il n’y aurait plus assez d’adresses IPv4 (il n’en reste déjà plus !). Le 

NAT dynamique va alors nous permettre de traduire les 500 adresses IP internes dans le lot 

des 8 adresses que nous avons sur internet. Cela est dit “dynamique” car le routeur va utiliser 
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dynamiquement différentes correspondances IP:ports pour faire suivre les paquets et les 

échanges qui transitent sur les translations interne et externe. 

 

Le NAT dynamique dans son utilisation courante peut également être appelé NAT de source 

car on va effectuer une translation d’adresse (un changement d’information dans les paquets 

IP) de l’adresse source des paquets, les faisant passer des IPs internes vers l’IP externe du 

routeur. 

 

Le routeur va alors avoir une table de translation qui va être générée via un mécanisme de 

PAT (Port Address Translation), on va affecter un échange depuis une IP interne vers externe 

à un port sur l’interface externe. Nous allons prendre un exemple avec une seule adresse IP 

externe et trois postes situés dans le LAN.  

 Si les trois postes décident d’aller sur internet. Le routeur va enregistrer que l’IP interne 

192.168.10.3 va être translatée en 100.0.0.1:9001 (par exemple), le second échange sera 

translaté en 100.0.0.1:9002 pour les ports sources coté internet. Ainsi, quand la réponse 

d’internet reviendra sur le port 100.0.0.1:9001, le routeur saura qu’il faut renvoyer ces 

paquets vers 192.168.10.3. C’est une affectation, qu’elle soit par port ou par IP+port, qui est 

dynamique et éphémère, car générée sur demande jusqu’à la fin d’un échange de paquet ou 

d’une connexion : 

 

 

Nous avons donc bien un fonctionnement qui nous permet d’avoir plusieurs postes “se faisant 

passer” pour une seule IP coté internet, une correspondance IP_externe:port <–> IP interne 

est faite pour chaque requête à l’inverse du NAT statique ou une correspondance IP à IP ou 

IP:port à IP:port est fait de façon automatique et constante. 
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c) Le PAT 

 

Une des variantes les plus répandues de la fonction NAT dynamique est connue sous le nom 

de fonction traduction d’adresses de port (PAT, Port Address Translation), également appelée 

surcharge NAT. 

La fonction PAT traduit dynamiquement plusieurs adresses locales internes en une seule 

adresse publique. Lorsqu’un hôte source envoie un message à un hôte de destination, il utilise 

une combinaison d’adresse IP et de numéro de port pour suivre chaque conversation 

individuelle. Dans la fonction PAT, le routeur de passerelle traduit la combinaison de l’adresse 

source locale et du numéro de port en une seule adresse IP globale et un numéro unique de 

port supérieur à 1024. 

 

Une table dans le routeur contient une liste des combinaisons d’adresses IP internes et de 

numéros de ports qui sont traduites en adresse externe.  

Bien que chaque hôte se traduise par la même adresse IP globale, le numéro de port associé 

à la conversation est unique. 

Pour accéder aux différents services proposés par vos serveurs, les ordinateurs externes vont 

utiliser l’adresse publique de votre réseau mais en appelant des protocoles et donc des ports 

différents. 

 

 

Comme il existe plus de 64000 ports disponibles, il est peu probable qu’un routeur vienne à 

manquer d’adresses. 

La fonction PAT traduit de multiples adresses locales en une seule adresse IP globale. 

Lorsqu’un hôte source envoie un message à un hôte de destination, il utilise une combinaison 

d’adresse IP et de numéro de port pour effectuer le suivi de chaque conversation individuelle 
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avec l’hôte de destination. Dans la fonction PAT, la passerelle traduit la combinaison d’adresse 

source locale et de port dans le paquet en une adresse IP globale unique et un numéro de port 

unique supérieur à 1024. Bien que chaque hôte soit traduit par la même adresse IP globale, le 

numéro de port associé à la conversation est unique. 

 

Le trafic de réponse est adressé à l’adresse IP et au numéro de port traduit utilisés par l’hôte. 

Une table dans le routeur contient une liste des combinaisons d’adresses IP internes et de 

numéros de ports qui sont traduits en adresse externe. Le trafic de réponse est transféré à 

l’adresse interne et au numéro de port approprié. Comme il existe plus de 64 000 ports 

disponibles, il est fort improbable qu’un routeur manque d’adresses, alors qu’il s’agit d’une 

éventualité avec la fonction NAT dynamique. 

 

C) ACL 

  

1) Définition 

 

Une  liste  de  contrôle  d’accès  permet  d’autoriser  ou  de  refuser  des  paquets  en 

fonction d’un certain nombre de critères, tels que : 

-L'adresse d'origine 

-L'adresse de destination le numéro de port. 

-Les protocoles de couches supérieures 

-D’autres paramètres (horaires par exemple)Les  listes  de  contrôle  d'accès  permettent  à  

un  administrateur  de  gérer  le  trafic  et d'analyser des paquets particuliers. 

 

Les ACLs sont associées à une interface du routeur, et tout trafic acheminé par cette 

interface est vérifié afin d'y déceler certaines conditions faisant partie de la liste de contrôle 

d'accès. 

Les ACL peuvent être créés pour tous les protocoles routés. Il faut donc définir une liste de 

contrôle d'accès dans le cas de chaque protocole activé dans une interface pour contrôler le 

flux de trafic acheminé par cette interface. 

  



Jérémy OBJOIS/Projet StadiumCompany 

Page 70 sur 198 
 

2) Vérifications des paquets 

 

Lorsque le routeur détermine s'il doit acheminer ou bloquer un paquet, la plate-forme 

logicielle Cisco IOS examine le paquet en fonction de chaque instruction de condition dans 

l'ordre dans lequel les instructions ont été créées. 

Si le paquet arrivant à l’interface du routeur satisfait à une condition, il est autorisé ou refusé 

(suivant l’instruction) et les autres instructions ne sont pas vérifiées. 

Si un paquet ne correspond à aucune instruction dans l’ACL, le paquet est jeté. Ceci est le 

résultat de l’instruction implicite deny any à la fin de chaque ACL. 
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3) Création des ACL – Généralités 

 

Pour créer une liste de contrôle d’accès, il faut : 

- Créer la liste de contrôle d'accès en mode de configuration globale. 

- Assigner cette ACL à une interface 

 

 

D) VPN 

 

1) IPsec 

 

IPSEC est une suite de protocoles destinés à sécuriser la couche Réseau (Network layer) de la 

suite TCP/IP. 

IPSEC comprend trois sous-protocoles : AH, ESP et IKE. 

- Le protocole AH (Authentication Header) définit les fonctionnalités d'authentification, de 

contrôle d'intégrité et de protection contre le rejeu de trafic. 

- Le protocole ESP (Encapsulating Security Payload) définit les mêmes fonctionnalités et y 

ajoute la garantie de confidentialité par le chiffrement. 

- Le protocole IKE (Internet Key Exchange) enfin définit les méthodes d'échange de clefs entre 

hôtes. 

  

Avantages : 

- IPSEC est une modification de la suite TCP/IP. Les fonctionnalités qu'il offre sont donc mises 

en œuvre directement au sein du noyau des machines hôtes. Cela signifie que les 

performances ne sont pas dégradées autant qu'elles peuvent l'être dans le cadre d'un VPN 

SSL/TLS. Cela signifie surtout qu'il n'est pas nécessaire d'installer des programmes clients ou 

serveurs sur chaque membre du VPN. 

- Tout système d'exploitation - et plus précisément toute suite TCP/IP - qui intègre les 

fonctionnalités IPSEC est nativement interopérable. Il n'est pas nécessaire de choisir une 

solution IPSEC unique pour tous les membres du VPN. 

 

Inconvénients : 

- Les solutions IPSEC ont encore la réputation d'être moins faciles à paramétrer que leurs 

“homologues” SSL/TLS. L'infrastructure réseau sous-jacente peut constituer un point bloquant 

notamment en cas de translation d'adresse. 
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- IPSEC étant une modification de la suite TCP/IP, il est nécessaire de modifier le noyau du 

système d'exploitation de l'hôte. Ce point cependant est tempéré par le fait que les dernières 

versions des OS les plus couramment utilisés intègrent par défaut IPSEC dans le noyau. 

 

 

2) VPN SSL/TLS 

 

Le protocole SSL, actuellement dans sa version 3, a été initialement développé par la société 

Netscape pour sécuriser les transactions électroniques. L'IETF a repris son développement et 

a normalisé le protocole sous le vocable Transport Layer Security (TLS) dans la RFC2246. Dans 

le langage courant, SSLv3 et TLS sont souvent synonymes. 

Sans entrer dans le détail, le protocole SSL/TLS s'insert entre la couche Application et la couche 

Transport du modèle OSI/TCPIP et concerne donc les protocoles TCP et UDP. Il est lui-même 

composé de deux sous-protocoles : TLS Handshake et TLS Record. 

 

TLS Record prend en charge le chiffrement - symétrique - des données et le contrôle de leur 

intégrité. 

TLS Handshake prend en charge l'authentification de chaque partie, la négociation des 

algorithmes de chiffrement er de signature ainsi que les échanges des clefs de session qui sont 

utilisés par le protocole TLS Record, ainsi que la remontée d'alertes. 

 

Avantages : 

- D'une manière générale, les VPN SSL/TLS sont mis en œuvre par des programmes qui 

s'exécutent en mode Utilisateur (user). Ils ne nécessitent donc pas de modification ni de 

recompilation du noyau du système d'exploitation hôte. De ce fait, ils sont également plus 

facilement portés d'un OS à l'autre. 

- Ce mode d'exécution permet également de cloisonner (chroot) ces programmes et de les 

faire tourner avec des privilèges système réduits. 

- Un VPN SSL/TLS s'appuie sur une connexion réseau TCP/IP “normale” en ce sens qu'il 

encapsule le trafic chiffré dans un paquet IP “classique”. La nature et la topologie des réseaux 

sous-jacents sont donc sans impact sur le VPN y compris en cas de translation d'adresse (NAT). 

 

Inconvénients : 

- Les VPN SSL/TLS supposent l'installation de logiciels clients sur les machines membres du 

VPN. Comme ce type de VPN n'est pas normalisé (Note : le protocole SSL/TLS l'est quant à lui), 

il n'y a aucune garantie d'interopérabilité entre différentes solutions logicielles. 
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- Dans la plupart des cas, les solutions VPN SSL/TLS utilisent des interfaces réseau virtuelles de 

type tun/tap. Ces interfaces redirigent le trafic émis par les applications vers les programmes 

VPN. Chaque paquet émis et reçu passe ainsi plusieurs fois dans le noyau avant d'être 

effectivement transmis sur le réseau, ce qui peut impacter plus ou moins sensiblement les 

performances générales de la solution. 

 

3) Open VPN 

 

OpenVPN est un projet initié par James Yonan en 2001 qui permet de créer des VPN SSLT/TLS 

entre machines qui utilisent ce logiciel distribué sous licence GPL. 

 

À l'origine “simple” tunnel IP sur UDP, OpenVPN est devenu au fil des années une solution 

client/serveur complète qui offre toutes les fonctionnalités et les garanties que l'on est en 

droit d'attendre d'un tel produit. 

 

Le principe de fonctionnement d'OpenVPN est le suivant : une interface réseau virtuelle de 

type TUN (pour les tunnels IP) ou TAP (pour les tunnels Ethernet) est utilisée pour rediriger le 

trafic émis ou reçu par les applications d'une machine hôte vers un démon OpenVPN. Ce 

démon assure le chiffrement des données ainsi transmises grâce à une liaison (le tunnel) établi 

entre un client et un serveur. Sur ce dernier, un démon OpenVPN effectue les mêmes 

opérations. 

 

Le schéma ci-dessous illustre ce mode de fonctionnement : 
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En plus du chiffrement, le démon OpenVPN apporte les fonctions d'authentification forte 

mutuelle de chaque partie : le client s'authentifie auprès du serveur et vice versa. 

OpenVPN utilise les fonctions cryptographiques fournies par la bibliothèque OpenSSL. 

OpenVPN s'appuie indifféremment sur UDP ou TCP comme protocole de transport. 

L'utilisation du protocole UDP repose sur l'extension DTLS (Datagram Transport Layer 

Security) fournie par la bibliothèque OpenSSL depuis la version 0.9.8. 

OpenVPN est supporté par les systèmes d'exploitation les plus couramment utilisés : Linux, 

Solaris, *BSD, MS Windows et Mac OS X. 

 

 

Modes de sécurité : 

 

Lors de l'utilisation de clefs statiques, les deux passerelles VPN partagent la même clef pour 

chiffrer et déchiffrer les données. Dans ce cas, les configurations seront très simples mais le 

problème peut venir du fait qu'il est parfois nécessaire de transmettre la clef (à travers un 

canal sécurisé bien sûr) à quelqu'un dont vous n’avez pas confiance à l'autre bout du tunnel. 

L'infrastructure à clef publique (PKI pour Public Key Infrastructure en anglais) est utilisée pour 

résoudre ce problème. Elle est basée sur le fait que chaque partie possède deux clefs, une clef 

publique connue de tout le monde et une clef privée tenue secrète. Ce processus est utilisé 

par OpenSSL, la version gratuite et open source intégrée à OpenVPN, pour authentifier les 

machines VPN avant le chiffrement des données. 

 

 

Les avantages des deux modes :  

 

Mode OpenVPN :   Clefs partagées  SSL 

Mode de cryptographie :  Symétrique  Asymétrique/Symétrique 

Implémentation :   Plus facile  Plus compliquée 

Vitesse :    Plus rapide  Plus lente 

Consommation CPU :  Plus petite  Plus grand 

Échange des clefs :  OUI   NON 

Renouvellement des clefs : NON   OUI 

Authentification des passerelles : NON   OUI 

 

 

 



Jérémy OBJOIS/Projet StadiumCompany 

Page 75 sur 198 
 

Paragraphe 2 : Choix des solutions 
 

 

A) Accès à distance 

 

Nous utiliserons le SSH, qui permet d’avoir une connexion distante en mode terminale (ou 

console) de manière sécurisée grâce aux algorithmes proposés (RSA, DSA, …) 

 

B) Accès Internet 

 

Nous utiliserons le SSH, qui permet d’avoir une connexion distante en mode terminale (ou 

console) de manière sécurisée grâce aux algorithmes proposés (RSA, DSA, …) 

 

 

C) Accès à distance 

  

Nous utiliserons et mettrons en place IPSec, c’est le seul capable de crypter les données 

échangées. 

 

Paragraphe 3 : Projet 
 

 

A) Objectifs du projet 

 

Mise en place des outils de sécurité au sein de l’infrastructure Stadiumcompany. 
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B) Planning 

 

1) Configuration SSH sur le routeur 

  

Configurez les informations de base du routeur et de l’interface : 

 

 
 

Lignes de terminal VTY entrantes afin de valider Telnet et SSH :  
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2) Mise en place du NAT/PAT 

  

Paramétrage des interfaces :  

 
Vérification des access-list :  

 

 

 

 

Traduction des adresses depuis un client :  
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C) Mise en place du VPN 

 

1) Routeur R1 

 

 
Les interfaces sont configurées, maintenant je vais faire un routage EIGRP. D’autres choix 

étaient possibles comme le routage OSPF ou statiques. 

 

 
Configuration :  

Nous commencerons par configurer notre PC et notre serveur en leur attribuant la 

bonne configuration réseau. 

Nous attaquerons ensuite la configuration du routeur R1 : 
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Première étape : 

Commençons par notre routeur R1, vous devez vérifier que l'IOS de vos routeurs 

supporte le VPN. On active ensuite les fonctions crypto du routeur : 

 

 
Deuxième étape :  

Nous allons configurer la police qui détermine quelle encryptions on utilise, quelle 

HASH, l’authentification etc. 

 

 
Ensuite nous configurons la clef :  

 

 
 

ou  

 

Quatrième étape :  

Configuration des options de transformations des données :  

 

 
 

Cinquièmes Étapes est la création des ACL qui va déterminer le trafic autorisé :  
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Enfin on configure la crypto map qui va associer l’acces-list, le trafic, et la 

destination :  

 

 
 

2) Routeur R2 
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3) Routeur R3 

 

 
 

 

 

 

Test de fonctionnement :  

 

Nous avons ping depuis le PC du réseau local du stade vers le PC du réseau local de la billetterie  
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L’ensemble des équipements interconnectés répondent bien entre eux. La base du réseau est 

en place. Grâce à  la  mise  en  place  d’un  serveur  de  domaine,  les  ordinateurs  des  différents 

VLANs pourront être intégré au domaine « stadiumcompany.local» et profiter des dossiers 

partagés sur le serveur. Le serveur DHCP distribuera les adresses IP automatiquement aux 

ordinateurs qui se connecteront sur le réseau. Des  groupes  d’utilisateurs  ont  été  créés  

selon  les services occupés  par  les utilisateurs.  Ainsi seuls  les  utilisateurs  du  VLAN  10ont  

accès  au  partage  « G-administration », et ainsi de suite. 

 

 

 

Paragraphe 4 : Firewall PFSENSE et portail captif 
 

    

Installation   
  

  

1) Installation 

 

  

1. Introduction  

 

PfSense est un pare-feu open source basé sur le système d'exploitation FreeBSD.  Il utilise le pare-feu 

à états Packet Filter, des fonctions de routage et de NAT lui permettant de connecter plusieurs réseaux 

informatiques. Il comporte l'équivalent libre des outils et services utilisés habituellement sur des 

routeurs professionnels propriétaires. PfSense convient pour la sécurisation d'un réseau d'entreprise.  

Prérequis pour une machine PfSense  

  Configuration minimale  Configuration recommandée  

Processeur  600 MHz  1 GHz  

Mémoire vive  512 Mo  1 Go  

Stockage  > 6 Go  



Jérémy OBJOIS/Projet StadiumCompany 

Page 83 sur 198 
 

  

  
 

2. Infrastructure  

 

Pour notre Labo :il faut 3 machines  

-Machine Pfsense FreeBSD dans le réseau Wan  

                Nom du serveur : heimdall  

                 Adresse IP :  DHCP/NAT  

             

-Une machine avec active directory et DNS (nom du domaine Dns et active directory est sitka.local) 

dans le réseau sitka_lan  

-une machine Debian dans le réseau opt_lan  

  

-Machine AD dans le réseau sitka_lan   

                Nom du serveur : hermes  

                 Adresse IP :  172.20.0.14  

                 Net masque : 255.255.255.0  

                 Passerelle : 172.20.0.250  

                 DNS : adresse de votre serveur DNS  

  

-Une machine Debian ou Ubuntu et Windows dans le réseau opt_lan  

               Adresse IP :  DHCP  

  

3. Installation de pfsense  

  

a. Téléchargement de pfsense 

   

Pour installer pfSense il faut télécharger l’iso d’installation sur le site officiel à l’adresse :  

https://www.pfsense.org/download/  

Le lien de téléchargements est ci-dessous  

https://atxfiles.netgate.com/mirror/downloads/pfSense-CE-2.6.0-RELEASE-amd64.iso.gz  

https://www.pfsense.org/download/
https://atxfiles.netgate.com/mirror/downloads/pfSense-CE-2.6.0-RELEASE-amd64.iso.gz
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b. Vérification de l’intégrité du fichier téléchargé pfsense   

  

Une fois le fichier télécharger on va vérifier l’integrité du fichier telechargé avec la commande :  

Get-FileHash   pfSense-CE-2.6.0-RELEASE-p1-amd64.iso.gz   -Algorithm SHA256 | format-list  

  

  

Comparer les deux empreintes 1 et 2 si les deux empreinte sont identique ceci implique que le fichier 

telechargé et intègre   

  

c. Lancement de l’installation   

 

il faut maintenant dézziper notre fichier pour avoir l’iso  et lancer l’installation sur vmware   

  

                                                                                           On pointe vers le fichier iso de pfsense  
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On choisit pfsense comme nom                                          On laisse 20 gb par défaut  
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Pour cette étape On mettra en place 3 cartes   

Network Adapter en bridge----------------à192.168.1.0/24  

Network Adapter2 en Lan_1---------------à172.20.0.0/24  

Network Adapter3 en Lan_2---------------à192.168.2.0/24  

On mettra 1GB de mémoire   
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©  
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On clique sur finish et on commence l’installation  
 

  

  

  

  

  

  

   

On accepte le contrat                                           On sélectionne Install puis ok  
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On choisit le clavier français                              On test le clavier  

  

Puis on continue l’installation                           On choisit le système UFS pour créer nos partitions  
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                                                                                        On nous demande si on veut aller sur le Shell   

                                                                                             pour d’autres manipulations on dit non  
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Puis on redémarre la machine  

  

Une fois la machine a redemarrer on tombe sur l’interface menu  

On remarque qu’il ya que deux interfaces qui sont reconnue em0 et em1 et que le clavier est en qwerty 

malgré notre choix pendant l’installation d’un clavier français  
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4. Configuration post installation  

  

Mannuellement on va mettre notre clavier en français mais temporairement  car en redemarrant notre 

serveur le clavier redevient en qwerty ; on le configurera d’une façon permanente avec l’interface 

web:  

On choisit l’option 8 pour demarrer le shell puis on tape la commande suivante  

#kbdcontrol -l fr ou #kbdcontrol -l /usr/share/syscons/keymaps/fr.iso.kbd  

a. Déclaration des interfaces  

Maintenant on va déclarer nos trois interfaces : Wan, lan et opt1 :  

C’est pour cela on choisit l’option 1  

  

  

Après il faut prendre les choix encadrés en rouge  
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A la fin on doit avoir le résultat suivant  

  

Maintenant on va affecter les adresses IP à nos trois interfaces,   

b. Assignement des adresses aux interfaces wan, lan et opt1  

•  L’interface Wan.  

Le choix de des adresses qu’on va affecter à cette interface dépend de la configuration de notre box 

internet c’est pour cela il faut faire une ipconfig /all sur la machine physique pour déterminer la 

passerelle et l’ID réseau utilisé  

  

Donc notre réseau est  

        Id réseau 192.168.1.0/24  

        DNS/Passerelle 192.168.1.1  

  

  

On choisit l’option 2  

  

Et on fait les choix suivants  
@ip :192.168.1.250  
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Masque de sous réseau 255.255.255.0  

Passerelle 192.168.1.1  

Pas de DHCP IPv5  

Pas de IPv6  

Pas de DHCP6  

Le webconfigurateur pour des raisons de sécurité il est préférable de ne pas le mettre sur l’interface Wan  

  

  

• L’interface lan  

Et on fait les choix suivants  
@ip :172.20.0.250  

Masque de sous réseau 255.255.255.0  

Passerelle : non  

DHCP IPv5 oui on crée un étendu de : 172.20.0.20--à172.20.0.30  

Pas de IPv6  
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Pas de DHCP IPV6  

Le web configurateur oui on le met sur l’interface Lan  

  

  

• L’interface opt  
@ip :192.168.2.250  

Masque de sous réseau 255.255.255.0  

Passerelle :  non  

Pas de DHCP IPv5  

Pas de IPv6  

Pas de DHCP6  
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2) Portail captif 

 

Portail Captive   
  
  

1. Introduction  
Le portail captif est un moyen qui force les clients d’un réseau de passer par une page Web 
d’authentification pour pouvoir se connecter à Internet.  
Il est utilisé dans des réseaux assurant un accès public comme certain espace de la SNCF, les 
hôtels, les établissement scolaires …  
  

2. Activation du portail captive  
On se connecte sur l’interface de web de pfsense, après on va sur Services + Captive Portal  

  
  
On clique sur Add  

  
  
On renseigner le Nom du Portail Captif et sa description :  
Sitka_portal pour le nom de la zone  
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Portail captive sitka pour la description de la zone  

  
  
On active le portail et on enregistre  

  
  

• On active Enable Captive Portal  
• On sélectionne l’interface Opt1  
• Maximum concurrent connections : 1 (Limite le nombre de connexions 
simultanées d’un même utilisateur)  
• Idle timeout (Minutes) on choisit 15:(Les clients seront déconnectés après 
cette période d’inactivité)  
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• Définir After authentication Redirection URL (URL HTTP de redirection Les 
clients seront redirigés vers cette URL au lieu de celle à laquelle ils ont tenté 
d’accéder après s’être authentifiés)  
• Activer Disable Concurrent user logins (seule la connexion la plus récente par 
nom d’utilisateur sera active)  
• Activer Disable MAC filtering (lorsque l’adresse MAC du client ne peut pas 
être déterminée)  
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On peut choisir un logo et une image d’arrière-plan ainsi qu’un charte de connexion  
  

  
  

• On sélectionne Use an Authentication backend  
• On sélectionne Authentification LDAPS comme méthode d’authentication  
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On active ssl pour notre portail active  

  
  
Les clients ont besoin d’une résolution DNS donc on va autoriser cette résolution en 
autorisant l’adresse IP du DNS 172.20.0.14  
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3. Configuration du DHCP  
Maintenant On va activer le DHCP sur l’interface opt1  
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On déclare notre étendue  

  
  
On rentre l’adresse de notre DNS  
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On rentre l’adresse de la passerelle et du nom de domaine  

  
  

4. Création des règles sur le firewall  
On Cree deux règles autorisant le DNS et le https  

  
  

5. Test de notre portail captive   
On fait notre test de connexion  
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Sur pfsense on peut vérifier les connexions  
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• On chercher You are connected et remplacer par Vous êtes connecté  

• On chercher Disconnecting… et You have been disconnected et on 

remplacer par Déconnexion… et Vous êtes déconnecté  
• On cherche Invalid credentials specified et on remplace par Les 

informations saisies sont invalides, il y a 2 lignes à modifier  
• Après on enregistre les modifications  

  
  
Maintenant on va sur /etc/inc puis et on ouvre captiveportal.inc  

• On chercher Captive Portal login Page et on remplacer par : Portail Captif de 

sitka  

• On chercher Login et Made with … by … Netgate et on remplacer par 

Connexion et Connectez-vous avec votre compte LDAPS  

• On chercher User et Password et on Remplace par Utilisateur et Mot de Passe  

• On rechercher Logout et Click the button below to disconnect on remplace 

par Déconnexion et Cliquez sur le bouton ci-dessous pour vous déconnecter  

• On enregistre les modifications  
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3) Snort IDS-IPS 
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1. Introduction  
  
Dans cette partie consacrée à Pfsense on va voir comment installer le package Snort sur 
PfSense, et ainsi un IDS voir même un IPS !  
On va d’abord voire un peu ce qu’est un IDS et un IPS et la différence entre eux.  
Les IDS (Intrusion Detection Systems) n’a pas comme rôle de bloquer les attaques, IDS 
utilisent une base de données d’attaques afin de :   

• Analyser et surveiller le trafic réseau pour détecter une cyberattaque.  
• Détecter les violations de la politique de sécurité,  
• Détecter les malwares et les scanners de port.  

Les IPS (Intrusion Prevention Systems): Les IPS bloquent et rejettent les paquets réseau en 
utilisant  un profil de sécurité en cas de menaces .  

2. Création d’un compte dans Snort  
Il faut créer un compte sur le site officiel de Snort 
(https://www.snort.org/users/sign_up)  
, car Snort va nous fournir une clé (Snort Oinkmaster Code) qui nous servira à la mise 
à jour des règle Snort.  
Une fois le formulaire d’inscription est rempli il faut se rendre sur la messagerie qu’on 
a renseigné dans notre formulaire d’inscription pour confirmer notre inscription à 
partir du mail envoyé par Snort.  

https://www.snort.org/users/sign_up


Jérémy OBJOIS/Projet StadiumCompany 

Page 111 sur 198 
 

  
Une fois L’inscription confirmé on se rend sur le site de Snort https://www.snort.org/et on se 
connecte avec nos identifiants  

  
  
Une fois connecté on va dans le menu Oincode  pour récupérer le code de téléchargement et 
de mise à jour des règles Snort  

https://www.snort.org/
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3- Installation de Snort  
  
On accède au menu System et sélectionnez l’option de Package Manager.  

  
  
Sur l’écran de Package Manager, accédez à l’onglet Available Paquages.  
Sur le moteur de recherche, on cherche Snort et on installe le paquet Snort.  
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Accédez au menu Pfsense Services et sélectionnez l’option Snort.  

  
  
  
  
  
 
 
 

4. Configuration de Snort  
On va dans l’onglet Global Settings, dans cette étape on va activer le téléchargement de 
règles gratuites, en cochant la case Enable Snort VRT.  
Et ensuite nous pouvons cocher les cases :  

• Enable Snort GPLv2,  
• Enable ET Open,   
• Enable OpenAppID, On ne coche pas car il faut une licence  
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Dans la zone Rules Update Settings on effectue la configuration suivante :  
Update Interval :1 DAY  
Update Start Time : 00 :01  
Hide Deprecated Rules Categories : On coche  
Remove Blocked Hosts Interval : 1 HOUR  
Keep Snort Settings After Deinstall : Si on désinstalle Snort on laisse les paramètres de 
configuration On coche  
Startup/Shutdown Logging : pour avoir les log On coche  
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Sur l’onglet Mises à jour, cliquez sur le bouton Règles de mise à jour pour télécharger les 
règles Snort.  
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A la fin de la mise à jours on voit qu’on a le message Result :Success  

  
  
En affichant les log on un message qui précise que Snort n’est configuré sur aucune interface  
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Maintenant on va sur Snort interfaces pour choisir l’interface ou les interfaces sur laquelle 
Snort va analyser et écouter le trafic réseau on clique sur add pour rajouter notre 
interface :  

  
Dans la zone General Setting on activer l’interface wan qui est l’interface à surveiller  

  
  
Localiser la zone Alerts Settings et effectuer la configuration suivante :  
Send Alerts to System Log on active cette option pour avoir les alertes de snort  
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Dans la zone Block Settings on active le mode IPS en appliquant la configuration ci-dessous   
Ceci permettra de bloquer les hôtes qui génère l’alerte  

  
  
Après on laisse tout par défaut et clique sur le bouton Save.  
  
Maintenant on accède à l’onglet Wan Catégories et on effectue la configuration suivante :  
Resolve Flowbits : On active cette option Snort activera automatiquement les règles requises 
pour les flowbits et il examinera les règles activées dans les catégories de règles qu’on a 
choisies pour les Resolve Flowbits. Toutes les règles qui définissent ces flowbits dépendants 
seront automatiquement activées et ajoutées à la liste des fichiers dans le répertoire des 
règles de l’interface.  
- IPS Policy Selection : On active cette option et on sélectionne comme politique IPS 
Balanced.  
L’activation de cette option désactive le choix manuel des règles Snort Snort Text Rules, Snort 
SO Rules par-contre les règles ET Open Rules reste manuelle  
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Les politiques Snort IPS sont Connectivity, Balanced, Sécurity et Max-Detect:   
Connectivity bloque la plupart des menaces majeures avec peu ou pas de faux positifs.   
Balanced est une bonne politique de départ. Il est rapide, a un bon niveau de couverture de 
base et couvre la plupart des menaces. Il inclut toutes les règles de Connectivité.   
Sécurity est une politique stricte. Il contient tout ce qui se trouve dans les deux premiers plus 
les règles de type politique telles qu'un objet Flash dans un fichier Excel.  
 Max-Detect est une stratégie créée pour tester le trafic réseau via votre appareil. Cette 
politique doit être utilisée avec prudence sur les systèmes de production !  
  
Après avoir terminé la configuration, cliquez sur le bouton Enregistrer et démarrez le service 
Snort   
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Maintenant on va démarrer notre Interface Snort  

  
  

  
  
  
Test d’intrusion  
Sur Notre machine physique on installe un utilitaire nmap qui servira de scanner les ports de 
pfsense   
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Sur Pfsense dans l’onglet Alerte on relève des notifications d’attaques d’une machine dont 
l’adresse IP est 192.168.1.128 c’est l’adresse de notre machine physique, l’attaque détectée 
n’est que la requête nmap   
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Dans l’onglet Bloked on voit que la machine dont l’adresse IP est 192.168.1.128 est bloqué 
car elle est identifié comme hoste hostile  
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Mission 4 : Redondance et haute disponibilité 
 

Paragraphe 1 : Test et comparaison des solutions de la mission 4 
 

A) La couche 2 
 

1) L’Etherchannel 

 

L’Etherchannel est une technique permettant l’agrégation de lien. Il est utilisé 

pour augmenter la bande passante entre deux switchs. Voyons ensemble comment 

ce protocole fonctionne, puis comment le mettre en place. 

 

Comme nous venons de le dire, l’Etherchannel consiste en une agrégation de lien. 

Le principe est simple : Il s’agit de combiner plusieurs liens pour obtenir un lien virtuel 

de meilleure capacité. 

 

Par exemple : Sur des switchs avec des ports à 100 Mb/s, ces derniers pourront 

communiquer à une vitesse de 100 Mb/s. Pour bénéficier d’une meilleure bande 

passante, nous devons faire une agrégation de lien. En voici le schéma ci-dessous : 
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En plus de l’agrégation de lien, la redondance est un avantage. Ainsi, si l’un des liens 

tombe, les autres seront toujours là pour assurer la connectivité. La bande passante 

sera simplement réduite. 

2) Link Aggregation avec EtherChannel 

 

Un EtherChannel peut agréger de 1 à 8 ports physiques. On peut modifier la méthode 

de load-balancing sur les ports.  

 

Un EtherChannel peut être de niveau 2 ou niveau 3, de protocole standard LACP (Link 

Aggregation Control Protocol) IEEE 802.3ad, propriétaire de Cisco PAgP (Port 

Aggregation Protocol) ou forcé.  

 

Les ports doivent avoir le même duplex, speed, et VLAN information.  

 

Attention, en fonction des modèles de switchs/IOS/protocole, un Etherchannel sur des 

ports des switchs différents. 

 

 

3) Port Agregation Protocol 

 

PAgP est un protocole propriétaire Cisco. Contrairement à LACP, PagP ne fonctionne 

que sur des équipements CISCO. Son fonctionnement est assez similaire à celui de 

LACP.  

 

Avec LACP, il est possible de configurer les ports dans 2 modes différents : 

On : sert à déclarer une agrégation active. Aucun protocole de négociation ne sera 

utilisé. Il faut donc mettre les ports d’en face en mode On 

- Désirable : fait la demande avec le switch d’en face pour créer l’agrégation si le port 

d’en face est soit en mode Auto ou en mode Desirable 

- Auto : attend la négociation pour devenir une agrégation lorsque le port d’en face est 

en mode Desirable 

 

Attention, il n’est pas possible d’avoir un port en mode ON d’un côté, et d’utiliser un 

protocole de négociation de l’autre côté d’une agrégation. 

4) LACP – Link Agregation Control Protocol 
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LACP est un protocole standardisé par l’IEEE : le protocole est supporté par un grand 

nombre de constructeurs. Il permet le contrôle de l’agrégation de plusieurs liens 

physiques en un lien logique. Le protocole échange des paquets LACP pour s’assurer 

que l’équipement connecté est configuré pour utiliser LACP, et qu’il soit bien configuré 

de la même manière. 

 

La seule différence est le nom des modes de port. 

 

Nous retrouvons donc deux modes de ports : 

- Passive : correspond au mode Auto de PAGP : création d’une agrégation si le port en 

face est en Active. 

- Active : correspond au mode Desirable de PAGP : création d’une agrégation si le port 

d’en face est en Passive ou Active. 

 

Il faut donc choisir un protocole de négociation puis choisir le mode des ports. 

 

Pour des raisons de sécurité, le mieux est d’utiliser le mode Desirable (ou Active) des 

deux côtés. 

Il est également possible d’utiliser le mode ON. Néanmoins cela peut parfois mener à 

des boucles réseau, que le STP ne pourra empêcher. Le mode ON est donc à utiliser avec 

précaution. 

 

 

 

5) STP et RSTP 

 

a) Le Spanning Tree Protocol (STP) 

 

L'algorithme original de Spanning Tree a été décrit par Radia Perlman alors employée 

par Digital Equipment Corporation, il est nommé DEC STP. En 1990, l'IEEE publie le 

premier standard 802.1D basé sur le travail de Perlman. 

 

 

 

Les ports des commutateurs où STP est actif sont dans l'un des états suivants : 

- Listening : le commutateur « écoute » les BPDU et détermine la topologie réseau 
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- Learning : le switch construit une table matchant les adresses MAC aux numéros des 

ports 

- Forwarding : un port reçoit et envoie des données 

 

Blocking : un port provoquant une boucle, aucune donnée n'est envoyée ou reçue 

mais le port peut passer en mode forwarding si un autre lien tombe 

 

Disabled : désactivé. 

 

Forward delay : c’est le délai de transition entre les modes Listening vers Learning et 

Learning vers forwarding. Il est fixé par le root bridge et vaut 15 secondes par défaut 

 

 

b) Rapid Spanning Tree Protocol (RSTP) 

 

En 1998, l'IEEE publie le document 802.1w qui accélère la convergence du protocole STP 

après un changement de topologie. Il est inclus dans le standard IEEE 802.1D-2004. 

Tandis que le STP classique peut prendre de 30 à 50 secondes pour converger après un 

changement de topologie, RSTP est capable de converger en 3 fois la valeur du délai 

Hello (6 secondes par défaut). 

 

 

États des ports RSTP : 

- Root : le port vers le root bridge 

- Designated : le port qui transmet les trames sur un segment 

- Alternate : un port distinct du root port vers le root bridge 

- Backup : un autre port vers un segment connecté au pont 

 

 

 

 

 

Le fonctionnement de RSTP est semblable à celui du STP classique. Les différences sont les 

suivantes : 

- défaillance du root bridge détectée en 3 délais hello 
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- les portes qui ne sont pas connectées à d'autres commutateurs peuvent basculer 

dans l'état forwarding 
 

- RSTP continue à observer l'arrivée de BPDU sur ces ports pour s'assurer qu'aucune 
boucle n'est possible 

 
- si un BPDU est observé, la porte bascule dans le statut non edge 

 
- RSTP réagit aux annonces BPDU qui proviennent du root bridge 

 
- un bridge RSTP diffuse son information RSTP sur ses designated ports 

 
- si un bridge reçoit un BPDU indiquant un meilleur root bridge, il place tous les autres 

ports dans l'état Discarding en informant le meilleur chemin vers le root 
 

- en recevant cette information, celui-ci peut faire transiter le port vers ce bridge 
immédiatement dans l'état Forwarding sans passer par les états Listening et Learning, 
car aucune boucle n'est possible. C’est une amélioration majeure en termes de vitesse 
de convergence 
 

- RSTP conserve des informations au sujet d'un chemin alternatif vers le root bridge et 
un chemin de sauvegarde vers les segments, permettant une transition rapide en cas 
de problème sur une liaison  

 

 

B) La couche 3 
 

1) Protocole HSRP 

 

Le protocole HSRP (Hot Standby Routing Protocol) est un protocole dont le propriétaire est 

Cisco pour la gestion des routeurs dits de « secours ».  Le protocole normalisé est présent chez 

d’autres constructeurs est le protocole VRRP. Ce protocole permet à partir de deux routeurs 

physiques (en actif/passif) de mettre en place un routeur virtuel afin d’augmenter la tolérance 

à la panne.  

 

Le principe de fonctionnement de HSRP est que tous les routeurs émulent une IP virtuelle qui 

sera utilisée comme passerelle par défaut par les clients du parc informatique. Chacun des 

routeurs configurera son protocole HSRP avec un niveau de priorité. Celui ayant le plus grand 

niveau est actif. 

La communication liée au protocole HSRP entre les routeurs se fait par l'envoi de paquets 

multicast à l'adresse IP 224.0.0.2 vers le port UDP 1985. Cela permet d’élire le routeur actif.  
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La technologie HSRP permet aux routeurs situés dans un même groupe qu’on appelle ‘’standby 

group’’ de former un routeur virtuel qui sera l’unique passerelle des clients du LAN. Un routeur 

dans ce groupe est élu comme « actif » et ce sera lui qui fera transiter les requêtes du LAN. 

Pendant que le routeur actif travaille, il envoie également des messages aux autres routeurs 

indiquant qu’il est actif. L’élection se faisant en prenant en compte de la priorité. Cette priorité 

comprise entre 1 et 255 (255 étant le plus prioritaire) et de l’adresse IP de l’interface (par défaut 

la priorité est à 100). 

 

Le routeur virtuel aura toujours la même adresse IP et adresse MAC sur les hôtes du LAN même 

lors d’un changement de gateway lors de la chute d’un routeur principal. 

 

Tout ceci car : le routeur que voient les hôtes est un routeur virtuel composé de plusieurs 

routeurs qui se relaient via le protocole HSRP. 

 

 

Pour résumer, le HSRP :  

- assure la redondance donc la continuité de service 
- s’attribue une adresse IP virtuelle  
- compatible sur les équipements Cisco 

 

Or, on peut y trouver les points négatifs suivant :  

- l’authentification des requêtes n’est pas chiffrée sur le réseau 
- ne gère pas l’équilibrage des charges 
- les messages hello sont envoyés aux routeurs en multicast 

 

 

 

2) Protocole VRRP 

 

Virtual Router Redundancy Protocol est un protocole standard dont le but est d'augmenter la 

disponibilité de la passerelle par défaut des hôtes d'un même réseau. 

 

Le principe est de définir la gateway pour les hôtes du réseau en utilisant une adresse IP virtuelle 

référençant un groupe de routeurs. VRRP est l’équivalent de HSRP chez Cisco. 

A ce groupe on associe une adresse IP virtuelle. 
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La redondance est mise en place par le biais du protocole ARP. Lorsque l’hôte doit envoyer une 

trame à sa passerelle, il émet une requête ARP et celle-ci répond en fournissant son adresse 

MAC. 

 

Dans le cas de VRRP, les routeurs vont associer une adresse MAC particulière à l’adresse IP 

virtuelle sous la forme 00:00:5E:00:01:XX (où XX est le n° du groupe VRRP).  

 

Pour l’hôte, ce sera cette adresse MAC qui identifiera sa passerelle.  

 

Les routeurs dialoguent par multicast à l’adresse (224.0.0.18) afin d’élire le routeur qui devra se 

charger de traiter la trame destinée à l’adresse MAC VRRP. Cette adresse MAC virtuelle est 

associée à un des routeurs du groupe grâce à un système d’élection basé sur la priorité d’un 

routeur avec la priorité la plus forte ce qui voit élire routeur maitre et les autres routeurs comme 

routeur « backup ». 

 

 

Schéma d’un réseau VRRP : 

 

On peut citer les avantages suivants : 

- assure la redondance et la continuité de service 
- standardisé  
- rapidité de réactivité du routeur backup inférieur à 4 secondes 
- adresses IP et MAC virtuelle 
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Or, on peut citer les inconvénients suivants :  

- authentification par mot de passe non chiffrée 
- adresse MAC virtuelle unique 

 

 

 

3) Protocole GLBP 

 

Gateway Load Balancing Protocol est un protocole propriétaire Cisco permettant de mettre en 

place de la redondance et de la répartition de charge sur plusieurs routeurs en utilisant une 

seule adresse IP virtuelle, associée à plusieurs adresses MAC virtuelles.  

 

GLBP utilise l'adresse IP multicast 224.0.0.102 pour l'envoi des paquets Hello et le numéro de 

port UDP 3222. 

 

 

Le protocole HSRP ne permet pas la mise en place de Load-Balancing entre les routeurs 

membres du groupe HSRP. Si un routeur est choisi comme routeur principal vers lequel tous les 

paquets transiteront tant qu’il sera opérationnel, les autres routeurs de secours sont 

totalement inutiles tant qu’il n’y a pas de panne sur le routeur principal. 

 

Avec le protocole GLBP qui reprend le principe de continuité de service (tolérance aux pannes), 

il y a également une notion de répartition de charge : les routeurs membres du groupe virtuel 

se répartissent le traitement des paquets et leur routage afin d’alléger la charge de chacun. Tout 

ceci en assurant une continuité du service sur la même IP, si un des routeurs tombe, sa charge 

sera répartie sur les autres routeurs disponibles. Cela permet d’utiliser la totalité des 

ressources disponibles plutôt que d’en laisser une partie en mode passif. 
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Schéma d’un réseau GLBP : 

 

 

 

 

 

 

 

 

 

 

 

 

On peut citer les avantages du GLBP :  

- redondance et la continuité de service 
- répartition des charges (load balancing) 
- adresse IP virtuelle 
- jusqu’à 4 adresses MAC virtuelles possible par groupe GLBP 
- requête d’authentification cryptée 

 

 

Or, on y trouve l’inconvénient suivant : 

- protocole propriétaire Cisco 
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Paragraphe 2: Notre choix de solutions 
 

Concernant la couche 2, nous déploierons le protocole STP ainsi que le PAGP. 

Concernant la couche 3, nous mettrons en place HSRP. 

 

 

Schéma de la Mise en place de la redondance des services, la tolérance de panne et 

l’équilibrage 

des charges des éléments d’interconnexions de niveau 2 et 3 
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A) Configuration du STP 
 

Nous activons le spanning-tree sur l’ensemble des VLAN : 

 

 

 

Nous vérifions le spanning-tree sur le switch : 
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B) Configuration Etherchannel 
 

Le but final de la mise en place du protocole Etherchannel est d’arriver à avoir toutes les 

interfaces actives afin d’activer l’agrégation de lien comme ceci : 

 

 

 

 

Mais avant l’activation du protocole Etherchannel, seul le mode STP est activé et l’agrégation 

de lien n’est pas mise en place comme on peut le constater ci-dessous : 
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1) Implémentation du protocole Etherchannel sur le Switch COMM1 

 

Nous mettons en place un groupe Etherchannel pour chaque VLAN : 
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Nous vérifions la création des différents groupes Etherchannel : 
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2) Implémentation du protocole Etherchannel sur le Switch COMM2 

 

Nous mettons en place d’un groupe Etherchannel pour chaque VLAN : 
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Nos vérifions la création des différents groupes Etherchannel : 
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Une fois le protocole Etherchannel activé sur les deux switchs, on peut constater que 

l’agrégation de lien a bien eu lieu en observant les voyants lumineux sur les switchs qui 

indiquent que tous les liens sont bien UP et qu’il n’y a aucun blocage de port : 

 

 

 

 

C) Configuration GLBP 
 

1) Configuration des VLANS 

 

Configuration de la sous-interface du vlan 10 : 

 

 

Configuration de la sous-interface du vlan 20 : 
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Configuration de la sous-interface du vlan 30 : 

 

 

 

Configuration de la sous-interface du vlan 40 : 

 

 

 

Configuration de la sous-interface du vlan 50 : 
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Configuration de la sous-interface du vlan 100 : 

 

 

 

Configuration de la sous-interface du vlan 200 : 
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Nous mettons en place des access-list :  

 

 

 

 

2) Configuration du R-1 

 

Nous implémentons le protocole GLBP : 
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Nous mettons en place les access-list : 

 

 

 

 

 

Test avec un client Windows : 
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Mission 5 : Déploiement d'une solution d'accès sans fil des utilisateurs mobiles 
de StadiumCompany (WIFI) 

 

 

Paragraphe 1 : Solution d'accès Wifi pour le VLAN WIFI (stade-wifi) 
 

1. Configurez le SSID "stade-wifi" sur les points d'accès Cisco, en utilisant la norme WPA2 Enterprise pour 

l'authentification des salariés du stade. 

 

2. Créez un VLAN 30 avec l'adresse IP 172.20.2.0/25 pour le VLAN WIFI. 

 

3. Configurez les interfaces VLAN sur les switchs PoE pour permettre la communication du VLAN WIFI. 

 

4. Configurez les ports des switchs PoE connectés aux points d'accès en tant que ports access dans le 

VLAN WIFI. 

 

 

 

Paragraphe 2 : Solution d'accès Wifi pour les visiteurs 
 

1.  Configurez le SSID "visiteurs" sur les points d'accès Cisco pour permettre aux visiteurs de se connecter 

 

2. Créez un VLAN spécifique pour les visiteurs (par exemple, VLAN 40) avec une plage d'adresses IP 

distincte, différente du VLAN WIFI. 

 

3. Configurez les interfaces VLAN sur les switchs PoE pour permettre la communication du VLAN 

visiteurs. 

 

4. Configurez les ports des switchs PoE connectés aux points d'accès en tant que ports access dans le 

VLAN visiteurs.  
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Mission 6 : Solution de gestion du Parc informatique 
 

 

Paragraphe 1 : Test et comparaison des solutions 
 

A) GLPI 
 

GLPI (Gestion Libre de Parc Informatique) est un gestionnaire de parc informatique libre. 

Il permet de centraliser des outils liés à l'administration d'une structure informatique 

d'une entreprise. La fonctionnalité qui est en majeur partie utilisée par les services 

informatique est la gestion de tickets d'incidents.  

 

 

GLPI offre : 

 

• la gestion du parc matériel de la société avec leurs contrats associés : ordinateurs 
(avec remontée automatique avec Fusion Inventory), périphériques, imprimantes, 
éléments réseau, consommables, téléphones, gestion des licences (acquises, à 
acquérir, sites, et des dates d’expiration), gestion des informations commerciales et 
financières (achat, garantie et extension, amortissement). 

 

• des fonctions d'assistance : accès utilisateur ou non, gestion fine des droits, 
notifications automatiques avec modèles personnalisables, alertes automatiques 
(contrats, consommables, réservations de matériels), gestion des réservations de 
matériel 
 

 

• une grande extensibilité grâce à ses plugins : intégration à des logiciels de 
supervision comme Centreon, interconnexion à des web services, gestion de projets, 
nouveaux éléments d'inventaire, etc. 

 

• une gestion des demandes d’intervention pour tous les types de matériel de 
l’inventaire (helpdesk) 

 

  



Jérémy OBJOIS/Projet StadiumCompany 

Page 147 sur 198 
 

B) OCS Inventory 

 

OCS Inventory NG (Open Computer and Software Inventory Next Generation) est une 

application permettant de réaliser un inventaire de la configuration matérielle du réseau et 

des logiciels installés.  

 

OCS est simple d'utilisation grâce à son interface Web.  

 

 

1) Fonctionnalités générales 

 

OCS Inventory NG est un outil d’inventaire de parc informatique. Il permet de connaitre 

précisément la configuration matérielle des machines du réseau et les logiciels qui y sont 

installés. Grâce à des agents logiciels installés sur chaque PC du parc, on peut ainsi collecter 

les caractéristiques matérielles et logicielles de chaque PC et les transmettre au serveur 

où elles seront stockées et affichées sur une interface Web.  

 

L'utilisation d'OCS Inventory NG se fait à travers une console Web avec 2 niveaux de 

droits : administrateur et utilisateur. 

 

En définitive OCS est une application destinée à aider les administrateurs système pour 

connaitre précisément la configuration des machines du réseau et les logiciels qui y sont 

installés. Autrement dit, à mieux gérer leur parc. 

 

Les informations fournies par OCS sur les PC du parc sont extrêmement précises et 

complètes :  

- adresse IP 

- processeur 

- taille et type de la RAM 

- taille du disque 

- espace occupé du disque 

- le système d’exploitation 

- le numéro de série du constructeur 

- les lecteurs logiques, 
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- les caractéristiques des cartes vidéo (avec chipset) et des cartes réseau (avec adresse 

MAC), 

- les imprimantes et leur pilote 

- les logiciels installés 

- les utilisateurs avec la date et heure à laquelle ils se sont connectés à la machine 

 

2) Fonctionnalités secondaires 

 

OCS Inventory fournit également :  

- un télé déploiement de paquets logiciels : OCS Inventory NG fournit une fonctionnalité 

de télédiffusion et d'installation de logiciels depuis le serveur, sur les ordinateurs 

clients. Cela se fait depuis le serveur central d'administration qui exécute le 

téléchargement par HTTPS, relayé par les agents sur les postes clients 

- la possibilité de scanner le réseau pour détecter le matériel non inventorié et le classifie 

- la synchronisation des données avec GLPI (en utilisant le plugin OCS INENTORY NG) 

- Interopérabilité 

 

 

L'association de OCS avec le logiciel GLPI est une force du projet car il permet de 

communiquer l'inventaire du parc de PC à GLPI, exploitable dans un contexte global. 

 

 

 

3) Avantages d’OCS 

 
• Faible utilisation de la bande passante : 5 KB pour un inventaire complet 

 

• Haute performance : environ 1 000 000 d'ordinateurs inventoriés par jour sur 
un serveur bi-Xeon 3 GHz avec 4 GB de RAM 

 

• Basée sur des produits reconnus : serveur web Apache, serveur de base de données 
MySQL, langages de programmation PHP et PERL 

 
• Solution modulable constituée de nombreux plugins et d’un interfaçage avec 

d'autres solutions de gestion de parc informatique (GLPI) 
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C) Pulse 
 

Pulse 2 est un logiciel d'inventaire de parc informatique, d’Imaging de poste et de télé 
déploiement créé par Mandriva. 

 

Grâce à un agent installé sur les postes, Pulse 2 permet la remontée des caractéristiques 

matérielles et logiciels des postes.  

 

L'agent permet également la prise en main à distance sur les postes par les 

administrateurs au travers du protocole VNC sur un canal sécurisé (SSH). Le télédéploiement 

se fait par packages sur les plateformes Windows, Mac et Linu.  

 

L'imaging de poste permet de créer des masters et de les installer rapidement et à 

distance sur des postes sans aucune intervention des administrateurs.  

 

Pulse 2 est distribué sous la licence GPL, construit sur plusieurs technologies (Python, 

MySQL et C++) et est en mesure de créer et de restaurer des images des disques durs des 

ordinateurs d’un parc informatique. 

 

Ce logiciel sous licence open source prend en charge la plupart des fonctions classiques dans 

ce domaine :  

- inventaire (matériel et logiciel) 

- administration (déploiements et mises à jour) 

- maintenance (supervision réseau et lancement de diagnostics) 

 

 

La nouvelle version introduit une fonctionnalité de clonage, permettant de créer une 

image de secours du disque dur d’un ordinateur (sur toutes les versions desktop et serveur 

de Windows et Linux). 

De là, l’image pourra être restaurée par la suite (faisant ainsi gagner un temps précieux aux 

équipes de maintenance informatique) ou déployée sur plusieurs ordinateurs.  

 

De plus, il est possible de lancer des scripts de personnalisation après la phase de 

restauration. 
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D) FusionInventory 
 

Fusion Inventory est né du projet OCS Inventory en changeant son architecture de 

fonctionnement : ce n’est plus le serveur central qui récupère les remontées d’inventaire des 

agents déployés sur les postes mais GLPI lui-même.  

Ainsi, Fusion Inventory se décompose donc en 2 éléments :  

- le plugin qui s’intègre à GLPI 

- les agents à déployer sur les postes 

 

 

Fusion Inventory dispose de ce fait d’avantages importants par rapport à OCS :  

- tout est centralisé dans GLPI : il ne peut y avoir de latence ou de problème de 

synchronisation avec le serveur d’inventaire 

- la possibilité de forcer la remontée immédiate d’un inventaire d’un poste 

 

 

Fusion Inventory est cependant un projet plus récent et ne dispose pas de fonctions aussi 
avancées qu’OCS Inventory en ce qui concerne les télédéploiements. 

 

 

FusionInventory propose une solution multiplateforme et évolutive permettant de réaliser 

un inventaire automatique, instantané, dynamique et historisé de votre parc informatique.  

 

 

Ses modules sont les suivants : 

- Multi-OS 

- Multi-Serveurs 

- Multi-Connexions 

- Multi-Capacité : Inventaire matériel et logiciel 

- Module de requête SNMP : Permet l'inventaire complet d'imprimantes, routeurs, 

ou encore switchs 
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Paragraphe 2 : Choix de solutions 
 

L’objectif de notre projet est de mettre en place d’outils permettant la gestion du 

patrimoine informatique au sein de l’architecture informatique de Stadiumcompany. 

 

Pour faire suite à notre comparaison précédente, notre choix de solution se repose 

vers le couple GLPI/OCS. 

 

En effet, il s’agit d’outils gratuits qui disposent d’une importante communauté 

d’utilisateurs très actifs, en plus d’être l’un des couples les plus reconnus dans le domaine de 

gestion de patrimoine informatique. 

 

 

Ces outils de gestion du parc informatique vont nous permettre d’assurer : 

- la remontée des inventaires du parc 

- le déploiement de logiciels sur l’ensemble du parc de façon automatisée 

- la possibilité pour les salariés de Stadiumcompany de générer un ticket d’incident et aux 

administrateurs de les résoudre 

 

 

À noter que nous serons dotés d’une interface graphique et nous possèderons une base de 

connaissance conséquente pour les utilisateurs de l’helpdesk. 

 

  



Jérémy OBJOIS/Projet StadiumCompany 

Page 152 sur 198 
 

A) Installation d’ OCS NG 

 

Nous utiliserons une machine virtuelle pour le serveur : 

- de 512 Mo de mémoire RAM minimum 

- de 20 Go de disque dur 

- équipé de deux interfaces réseaux :  

• eth0 : DHCP (carte réseau sur VMWARE en : bridge ou NAT) 

• eth1 : LAN segment 

 

 

Nous utiliserons une seconde machine virtuelle pour le client Windows : 

- de 512Mo de mémoire RAM minimum 

- de 15 Go de disque dur 

- équipé d’une interface en LAN Segment 

 

 

Le serveur devra avoir une adresse IP statique sur l’une de ses interfaces (172.20.1.100/24 

pour eth1). 
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1) La configuration des cartes réseau 

 

• Nous mettons à jour le serveur debian : 

 

 

 

• Nous configurons les cartes réseau : 

 

 

 

 

 

• Nous redémarrons le service networking : 
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• Avant de vérifier que les interfaces sont correctes : 

 

 

 

 

Nous pouvons procéder à l’installation du serveur Apache2. 
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2) L’installation du serveur Apache2 

 

 

• Nous installons le paquet Apache2 : 

 

 

 

 

 

• Nous éditons le fichier /etc/apache2/apache2.conf pour ajouter la ligne ServerName 

172.20.1.100 : 

 

 

 

 

• Puis nous redémarrons le serveur Apache2 pour qu’il prenne en compte nos 

modifications : 
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À présent, nous allons tester le fonctionnement de votre serveur depuis un navigateur web.  

 

• Sur un autre poste client appartenant au même réseau, nous inscrivons l’adresse IP 

de notre machine http://172.20.1.100 : 

 

 

 

 

 

La page Apache2 s’affiche : le serveur est fonctionnel ! 

  

http://172.20.1.100/
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3) L’installation de PHP5 et SGBD MySQL 

 

• Nous installons le paquet php5 mysql-server : 

 

• Nous renseignons un mot de passe : 
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• Depuis le terminal, nous testons le bon fonctionnement du serveur MYSQL : 

 

4) L’installation des librairies Perl et du module php5-mysql 

 

• Nous installons le paquet libapache2 Perl : 

 

 

• Ensuite, nous installons les modules PERL : 
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• Puis nous procédons au téléchargement de OCS Server : 

• Nous extrayons l’archive : 

 

 

• Nous lançons l’exécution du script d’installation d’OCS-NG :  

 

 

• Nous renseignons l’emplacement du fichier de configuration d’apache2 : 

 

 

• Puis l’emplacement des fichiers d’inclusion d’apache2 :  

 

 

• Et nous ouvrons le fichier/etc/apache2/conf-enabled/z-ocsinventory-server.conf, et 

nous modifions les lignes 315 et 316 : 
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Enfin, nous redémarrons le service apache2 pour que les modifications soient prises en 

compte. 

 

 

 

5) Finalisation de l’installation de OCS depuis l’interface web 

 

• Nous lançons le navigateur sur le PC client http://172.20.1.100/ocsreports : 

 

 

 

 

 

 

 

 

 

 

 

 

http://172.20.1.100/ocsreports


Jérémy OBJOIS/Projet StadiumCompany 

Page 161 sur 198 
 

• Ensuite, nous nous authentifions sur MYSQL-server : 

 

 

 
 

 

• Puis sur l’interface d’OCS avec l’user : admin et le mot de passe : admin, et nous 

changeons le mot de passe admin : 
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6) Applications des correctifs 
 

 

 

• Pour la première alerte de sécurité, nous renommons le fichier install.php : 

 

 

 

• Pour la seconde alerte de sécurité, nous éditons le fichier z-ocsinventory-

server.conf  

 

 

 

 

• Nous remplaçons le mot de passe (ocs) au niveau de la ligne 31 par le mot de passe 

renseigné dans la requête SQL (UPDATE), puis nous enregistrons le fichier : 
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B) Installation de GLPI (Gestionnaire Libre de Parc Informatique) 
 

1) Création de la base de données et de l’utilisateur, et installation de la version de GLPI 

 

• Nous créons d’une part la base de données « glpidb » qui sera utilisée par GLPI : 

 

 

 

• Et d’autre part l’utilisateur « glpiuser » (avec son mot de passe) et lui accordons les 

privilèges maximums : 

 

 

 

2) Téléchargement de la version de GLPI 

 

• Nous récupérons la version 0.90 de GLPI sur le site forge.indepnet.net : 
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• Puis nous décompressons l'archive dans le répertoire”/var/www/” ou 

"/var/www/html" si le dossier html existe : 

 

 

 

7) Changement du propriétaire du dossier GLPI en « www-data » sur le serveur apache 

 

 

 

 

8) Installation du paquet « php5-gd » 

 

 

 

 

 

 

 

Il nous reste à redémarrer le serveur apache2 afin que les modifications soient prises en 

compte : 
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9) Finalisation de l’installation de GLPI depuis l’interface web 

 

 

• Nous nous connectons à l’interface Web de GLPI : 

 

 

 

 

• Nous remplissons le formulaire avec les éléments précédemment configurés : 
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• Nous sélectionnons une base de données pour GLPI : 

 

 

 

 

 

 

• Enfin, nous terminons l’installation de GLPI : 
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10) Applications des correctifs 

 

• Nous nous connectons à la session de l’utilisateur administrateur de GLPI : 

 

 

 

 

• Nous entrons dans le menu Administrateur/Utilisateurs : 
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• Nous cliquons sur un utilisateur pour modifier son profil et son mot de passe : 
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• Sur la machine Debiann nous changeons le nom du script « install.php » : 

 

 

 

 

 

 

• Enfin, sur le poste du client, nous rafraichissons la page et constatons que les erreurs 

ont disparu : 
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C) Installation du plugin GLPI/OCS 
 

Le plugin GLPI/OCS permet de synchroniser GLPI avec la solution d'inventaire OCS Inventory 

NG. 

 

 

• Sur la machine Debian, nous nous dirigeons vers le dossier « plugin » de GLPI : 

 

 

 

 

• Nous téléchargeons le plugin GLPI/OCS : 

 

 

• Ensuite, nous décompressons l’archive téléchargée : 

 

 

 

 

• Enfin, sur l'interface Web de GLPI, nous activons le plugin GLPI/OCS : 
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Mission 7 : Solution de supervision de l’infrastructure réseau et système 
permettant d’assurer l’anticipation des pannes 

 

Paragraphe 1 : Qu’est-ce que la supervision ?  
 

• La supervision permet de surveiller l’ensemble du parc informatique d’une 

organisation. Les outils de supervisions s’appellent des superviseurs qui permettent de 

surveiller les traitements informatiques. Dès qu’un traitement ne s’est pas exécuté 

correctement, l’outil de supervision déclenche une alerte ; l’alerte est ensuite traitée 

par l’équipe en charge du monitoring  

• L’équipe de pilotage ont pour mission de surveiller les alertes remontées par le logiciel 

et d’exécuter des consignes pour résoudre ces alertes. Aussi, les logiciels de 

supervision permettent de remonter des informations techniques et fonctionnelles du 

système d’information, en fonction du type d’équipement supervisé. 

• Il est primordial que le système d’information puisse fonctionner pleinement et en 

permanence pour garantir l’efficacité de l’entreprise. En effet, les équipements 

réseaux, les PC des utilisateurs, les serveurs d’applications et les données constituent 

des éléments sensibles dont la disponibilité et la qualité de service conditionnent le 

bon fonctionnement de l’entreprise. 

• Les problèmes liés à l’informatique doivent donc être réduits au minimum, car une 

indisponibilité du système d’information a des impacts très préjudiciables sur l’activité 

et sur la notoriété d’une entreprise. 

• Une DSI fait face à deux enjeux : garantir la disponibilité du SI aux utilisateurs et tenter 

de prévenir en cas de problème et, le cas échéant, garantir une remontée 

d’information rapide et une durée d’intervention minimale. C’est le rôle de la 

supervision. 

 

 

Paragraphe 2 : Comment superviser notre système d’information ?  
 

Il existe plusieurs méthodes pour superviser le système d'information : 

• Analyser les fichiers de log 

• Récupérer des résultats de commandes et de scripts locaux ou distants 

• SNMP : Simple Network Management Protocol 
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Paragraphe 3 : Nagios  

La solution que nous proposons est la suivante : Nagios. En effet, Nagios est une solution de 
supervision très populaire, ce logiciel permet de nous informer de problèmes éventuels dans 
notre système d’informations avant que vos clients, utilisateurs ou managers ne le fassent. 
Nagios est un logiciel multiplateforme, qui peut être exécuté sur différents systèmes 
d'exploitation tels que Linux, Unix et Windows. Nous pouvons donc choisir le système 
d'exploitation qui convient le mieux à nos besoins en matière de performance, de fiabilité et 
de compatibilité avec leurs autres applications et systèmes. Il est important de noter que 
Nagios nécessite une installation et une configuration minimales pour fonctionner, et que les 
administrateurs doivent disposer des compétences nécessaires pour effectuer ces tâches. Le 
logiciel effectue des contrôles intermittents sur les hôtes et services que l’on spécifie en 
utilisant des plugins externes qui retournent un statut d’état à Nagios. Quand des problèmes 
surviennent, il peut envoyer des notifications à des contacts administratifs de façons 
différentes (email, SMS, messagerie instantanée, etc...). Les informations d’états courants, les 
historiques et les rapports peuvent être consultés à partir d’une simple interface web. 

Nous pouvons citer les avantages suivants de notre solution de supervision :  

• Vérification des services réseau (SMTP, http, etc…) 

• Surveillance des ressources des hôtes (CPU, RAM, etc...) 

• Contrôle des équipements réseau (CPU, ventilateurs, etc...) 

• Service de notification fonction de l’état d’un service 

• Gestion des escalades (par acquittement d’hôte ou de service par le superviseur en 
charge)  

• Possibilité de paramétrer des réactions automatisées (masquer la supervision durant 
une plage de temps donnée qu’elle soit ponctuelle ou récurrente) 

• Panoplie de plugins de vérification compatibles 

• Possibilité de définir une hiérarchie des hôtes avec le système parents/enfants 

• Une interface Web avec gestion des droits pour la consultation et/ou la modification 
de paramétrage de la supervision 

• Génération de rapports de surveillance (automatisé ou non, communiqué ou non) 

 

 

A) Architecture de Nagios  

On peut découper Nagios en 3 parties techniques : 

• Les tâches de supervision (requêtes SNMP) sont effectuées par un collecteur (ou 
ordonnanceur, voire poller chez Centreon)  

• Une interface web, permettant l’affichage de la page de supervision (contenant le 
statut des hôtes) 

• Les plugins, permettant d’être exploités en fonction du besoin de l’entreprise (par 
exemple : le plugin One Access ne sera pas sollicité si a totalité des équipements 
supervisés sont de la marque CISCO) 
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B) Les statuts  

Chaque test renvoi un état particulier : 
1. OK (aucune alerte n’est à déplorer, l’équipement fonctionne correctement)  

2. WARNING (le seuil d’alerte paramétré, ou laissé par défaut est dépassé, ce seuil permet d’attirer 

l’attention et laisser place ou non à une action avant le seuil CRTICAL) 

3. CRITICAL (le seuil d’alerte critique a été dépassé, le service est en état d’alerte) 

4. UNKNOWN (l’hôte ou le service reste tout bonnement injoignable, impossible donc de savoir si le 

service est OK ou en alerte) 

 

Nagios est un noyau, un logiciel Open Source. Il existe plusieurs dérivés destinés à être des versions 

améliorées voire personnalisées de Nagios. Parmi ces dérivés on peut citer le plus connu : Centreon.  

Centreon propose une interface Web très esthétique et facile d’utilisation afin de pouvoir superviser 

et configurer ses hôtes et ses services. De plus, Centreon propose un vaste choix de plugins packs 

afin de superviser de nombreux équipements de différentes marques.  

 

 

 

Paragraphe 4 : Installation de Nagios  
 

Passons maintenant à l’installation de Nagios :  

 

• Dans un premier temps on installe et on met à jour une machine Debian puis on installe les paquets 

nécessaires au fonctionnement de Nagios dans la machine :  

 

 

 

• On se charge ensuite d’utiliser la clé d’activation afin d’activer Nagios, on entre alors dans la 

période d’essai de 60 jours  
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• Installons maintenant le protocole SNMP dans notre Active Directory :  
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• Une fois le SNMP installé, on ajoute nos hôtes à superviser dans Nagios :  
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• On retrouve maintenant la supervision dont nous avons parlé plus haut avec les statuts de 

chaque service, à noter que le statut Pending signifie que le poller va requêter pour la 

première fois le service (ou l’hôte) supervisé et qu’il est en attente de sa réponse.  
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Mission 8 : Systèmes de gestion des événements et des informations de sécurité 
  

  

Introduction  
  

Zimbra Collaboration Suite (ZCS) est une suite de logiciels de collaboration, qui comprend un 
serveur de messagerie et un client Web, actuellement détenue et développée par Zimbra, Inc. 
(anciennement Telligent Systems).  
Zimbra a été initialement développé par Zimbra, Inc., et publié en 2005. La société a ensuite 
été achetée par Yahoo! en septembre 2007, et plus tard vendue à VMware, le 12 janvier 2010. 
En juillet 2013, elle a été vendue par VMware à Telligent Systems qui a changé son propre 
nom pour « Zimbra, Inc. » en septembre 2013.  
En août 2015, Verint rachète Zimbra, Inc., cède ZCS à Synacor, et réintroduit le nom de 
Telligent pour les actifs restants.  
Selon l'ancien président et directeur de la technologie de Zimbra Scott Dietzen, le nom de 
Zimbra est dérivé de la chanson I Zimbra des Talking Heads.  
Historique et chiffres  
Le 17 septembre 2007, Yahoo! rachète Zimbra pour 350 millions de dollars3.  
Le 12 janvier 2010, VMware a conclu un accord définitif avec Yahoo! pour acquérir Zimbra4 
pour un montant estimé à 100 millions de dollars5.  
Le 15 juillet 2013, Telligent annonce qu'elle acquiert la totalité des actifs de Zimbra et que les 
deux entités fusionnent sous la bannière de Zimbra, Inc6. L'entreprise texane entend ainsi 
compléter les outils de messagerie avancés de Zimbra en y intégrant ses propres outils 
collaboratifs : messagerie et communication instantanée, fonctions de réseau social, stockage 
et communautés en ligne.  
En janvier 2015, Zimbra comptabilise plus de 100 millions d'utilisateurs pour la version 
payante et plus de 500 millions de téléchargements pour sa version Open-Source [réf. 
nécessaire].  
Le 18 août 2015, Synacor, entreprise cotée au NASDAQ, annonce l'acquisition de la suite 
logicielle Zimbra sur la base d'une valorisation de 24,5 millions de dollars7.  
Installer Zimbra Ubuntu 20.04INSTALLATIONZIMBRAInstaller Zimbra Ubuntu 20.04Fanny 
Komala Sari21 Octobre 20217 Commentaires12.1k  
Installez Zimbra Ubuntu 20.04. Dans ce tutoriel, nous discutons de l'installation de Zimbra sur 
Ubuntu 20.04. Zimbra est un logiciel de serveur de messagerie open source qui fournit des 
services de messagerie à ses utilisateurs, à la fois pour l'envoi et la réception d'e-mails. En 
outre, zimbra fournit également d'autres fonctionnalités telles que le partage d'e-mails et 
peut également être synchronisé avec Nextcloud. Il existe de nombreuses plates-formes de 
serveur de messagerie disponibles, mais à notre avis, Zimbra  
Avant de commencer Installez Zimbra Ubuntu 20.04. Ce Zimbra, il y a quelques explications ci-
dessous que vous devriez connaître sur Zimbra, telles que :  
Installer Zimbra Ubuntu 20.04  
Histoire De Zimbra  
Zimbra Collaboration Suite (ZCS) est un produit collaboratif de Zimbra, Inc., situé à San Mateo, 
Californie, États-Unis. Cette société a été rachetée par Yahoo! en septembre 2007 [1]. Ce 
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logiciel comprend des composants client et serveur. Zimbra est disponible en deux versions : 
une version open source et une version prise en charge commercialement (« Zimbra Network 
») avec des composants source commerciaux. Des versions de ce logiciel sont disponibles 
auprès de Zimbra pour un téléchargement et une utilisation gratuite, ainsi qu'auprès des 
partenaires agréés de Zimbra.  
  
Le client Web ZCS est une suite de collaboration complète qui prend en charge la messagerie 
électronique et le calendrier de groupe à l'aide d'un outil d'interface Web Ajax qui active les 
conseils, les éléments déplaçables et les menus contextuels dans l'interface utilisateur. 
Comprend également des capacités de recherche avancées et des dates de relation. La 
création de documents en ligne, le mashup "Zimlet" et l'administration complète de l'interface 
utilisateur sont également inclus. Il est écrit à l'aide de la boîte à outils 'Zimbra Ajax.  
  
Le serveur ZCS utilise plusieurs projets open source. Cela fera apparaître une interface de 
programmation d'application SOAP pour toutes les fonctions ainsi qu'un serveur IMAP et 
POP3. Le serveur fonctionne sur de nombreuses distributions Linux ainsi que sur Mac OS X.  
  
Prérequis Pour L'installation De Zimbra Ubuntu  
Serveur Ubuntu 20.04  
Intel/AMD avec PassMark CPU Mark > 7 000 (par exemple, Dual Intel Xeon E5-2407 @ 2,2 GHz = 
7 303)  
RAM 8 Go minimale  
Disque dur de 50 Go  
DNS du serveur  
  
TP  

Renommer et mettre à jour la distribution  

Je renomme ma machine xmail.sitka.local  

  
Je mets à jour ma distribution  

[Saut de retour à la ligne]Je modifie le fichier host   

  
Je rajoute le nom complet et le nom du serveur zimbra dans mon fichier hosts   

  
On supprime le fichier resolv.com car c’est un lien symbolique et en créé un autre du même nom  

  
On remplit notre fichier resolv.conf comme indiqué ci-dessous  

  
Sur notre Dns on crée deux enregistrements :  
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Un enregistrement hôte (A) et un enregistrement MX  

  
On fait un test de résolution dns  

  
Je fais aussi un nslookup sur www.google.fr car dans le cas ou la résolution Dns ne fonctionne pas on 
ne peut pas télécharger zimbra avec la commande wget  

  
On se rend sur cette adresse pour télécharger zimbra  
https://www.zimbra.com/downloads/zimbra-collaboration-open-source/  
https://www.zimbra.com/downloads/zimbra-collaboration-open-source/ 

  
  
On utilise la commande wget et le lien qu’on récupérer sur le site de zimbra pour télécharger zimbra  
#wget https://files.zimbra.com/downloads/8.8.15_GA/zcs-8.8.15_GA_4179.UBUNTU20_64.20211118033954.tgz  

  
On vérifie que le fichier pour installer zimbra est téléchargé  
y

  
On décompresse notre fichier avec la commande tar  

  

http://www.google.fr/
https://www.zimbra.com/downloads/zimbra-collaboration-open-source/
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On rentre dans le répertoire obtenue grâce à la décompression de notre fichier téléchargé  

  
On lance l’installation en exécutant le scripte ./install.sh  

  
Une fois l’installantion lancée je fais les choix ci-dessous marquées en rouge  
Do you agree with the terms of the software license agreement? [N] Y  
Use Zimbra's package repository [Y] Y  
Select the packages to install  
Install zimbra-ldap [Y] Y  
Install zimbra-logger [Y] Y   
Install zimbra-mta [Y] Y  
Install zimbra-dnscache [Y] N  
Install zimbra-snmp [Y] Y  
Install zimbra-store [Y] Y  
Install zimbra-apache [Y] Y  
Install zimbra-spell [Y] Y  
Install zimbra-memcached [Y] Y  
Install zimbra-proxy [Y] Y  
Install zimbra-drive [Y] Y  
Install zimbra-imapd (BETA - for evaluation only) [N] N  
Install zimbra-chat [Y] Y  
Checking required space for zimbra-core  
Checking space for zimbra-store  
Checking required packages for zimbra-store  
zimbra-store package check complete.  
  
Installing:  
    zimbra-core  
    zimbra-ldap  
    zimbra-logger  
    zimbra-mta  
    zimbra-snmp  
    zimbra-store  
    zimbra-apache  
    zimbra-spell  
    zimbra-memcached  
    zimbra-proxy  
    zimbra-drive  
    zimbra-patch  
    zimbra-mta-patch  
    zimbra-proxy-patch  
    zimbra-chat  
  
The system will be modified.  Continue? [N] Y  
  
Address unconfigured (**) items  (? - help) 6  
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Select, or 'r' for previous menu [r] 4  
Password for admin@xmail.sitka.local (min 6 characters): [PXu6A0HJH] zimbra  
Select, or 'r' for previous menu [r] r   
*** CONFIGURATION COMPLETE - press 'a' to apply  
Select from menu, or press 'a' to apply config (? - help) a  
Save configuration data to a file? [Yes] Y  
Save config in file: [/opt/zimbra/config.17047] je clique sur la touche entrée  
Saving config in /opt/zimbra/config.17047...done.  
The system will be modified - continue? [No] Y  
  
Notify Zimbra of your installation? [Yes] N  
Configuration complete - press return to exit On appuyer sur entree    
  
Une fois l’installation finie je vérifie l’état de mes services s’ils sont tous démarrées donc je me 
connecte tout d’abord avec le compte zimbra  

  
  
Après on tape la commande ci-dessus  

  
Dans le cas ou un service n’est pas redémarré on tape la commande ci-dessus  

  
  
Maintenant on va accéder à l’interface d’administration de notre serveur de messagerie zimbra  
En tapant :  
https://172.20.0.52:7071  
login :admin  
Mot de passe zimbra  

https://172.20.0.52:7071/
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On peut créer deux utilisateur à partir du menu gérer et se connecter avec ces deux comptes et 
s’envoyer des mail entre eux pour tester le bon fonctionnement de zimbra  
Pour se connectert sur le client zimbra il faut taper :  
  
  
https://172.20.0.52:8443  
Login : nom d’utilisateur crée  
Mot de passe : mot de passe choisit à la création de l’utilisateur  
  

  
  

https://172.20.0.52/
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Annexe 
 

1) Schéma logique réseau 
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2) Running-configuration du routeur R-Stade 
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3) Running-configuration du Switch 
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4) Running-configuration des switchs 
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